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Abstract— Quantum phenomena cannot be predicted by the
uncertainty principle. As a quantum phenomenon, radioactive
decay has been used as an entropy source to generate random
numbers. In this article, we present the design and development
of an innovative quantum entropy chip (QEC) that produces
analog random pulses when emitted alpha particles resulted from
radioactive isotope (americium-241) decay hit the sensor. The
analog pulse generated by a QEC can be digitized into random
numbers by an entropy extractor. The QEC provides security
foundation for device authentication as well as a quantum
random number generator (QRNG), especially suited for the
Internet of Things (IoT) devices due to its small size. We have
successfully designed and fabricated the QEC as a wafer for
supporting a system-on-chip (SoC) Internet Protocol (IP) so
that the QEC can be embedded into a microcontroller unit
(MCU) or central processing unit (CPU). In addition, we built a
stochastic model to estimate the entropy of the quantum source
and evaluated statistical randomness and robustness against tem-
perature, voltage variations, aging effects, and physical attacks.
Finally, we demonstrate various applications using the QEC such
as side-channel-resistant primitives and device authentication.

Index Terms— Countermeasure, Internet of Things (IoT),
radioactive decay, random number generator, side-channel attack
(SCA).

I. INTRODUCTION

IN MODERN cryptographic systems, the use of a random
number generator is imperative to generate encryption keys,

initial vectors, and nonces, as well as develop countermeasures
against side-channel attacks (SCAs) such as random masking
methods. Random numbers also play an essential role in com-
plex scientific and financial simulations/transactions, modern
lotteries, and gambling machines. Even in a quantum key
distribution system based on BB84 protocol [1], the security
depends highly on randomness that generates raw data and
determines the encoding axis or phase.

The random numbers should be statistically unbiased, inde-
pendent, and most importantly unpredictable [2]. It must be
uniformly distributed in the same way as the ideal model of
a fair coin toss that generates 1 (for the head) and 0 (for the
tail) with 50% probability, respectively. In addition, it must be
robust against aging effects and environmental variations such
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as temperature and electromagnetic (EM) emanations as well
as malicious physical attacks, such as fault-injection attacks,
using EM [3] or photons.

Two kinds of random number generators can be considered
in modern systems, namely a pseudorandom number
generator (PRNG) and a true random number generator
(TRNG). When entering a seed value of hundreds of bits into
the PRNG, such as linear feedback shift registers (LFSRs)
or cryptographically secure PRNG (CSPRNG), we can gene-
rate a largely deterministic sequence of pseudorandom
numbers. The pseudorandom numbers are uniformly
distributed and pass statistical tests of uniformity just like
true random numbers [4]. The PRNG is usually fast and can
be implemented easily on field-programmable gate arrays
(FPGAs) or in application-specific integrated circuits (ASICs).
However, if both seed and deterministic algorithm to generate
random numbers are known, all pseudorandom numbers are
predictable or reproducible.

On the other hand, TRNGs produce an unpredictable
sequence of random numbers based on the randomness from
nonphysical or physical entropy sources. Operating systems
can collect nonphysical entropy from disk access times,
interrupt request lines (IRQs), or user interaction data, such
as the keyboard stroke or mouse motion, called entropy
pools. When a sufficient level of entropy is available in the
pool, the operating system produces random numbers using
a PRNG. Alternatively, physical entropy can be extracted from
timing jitter [5], [6], thermal noise in electric circuits [7],
biometric data1 [8], or electrocardiogram (ECG) derived from
the electrical activity of the heart [9].

In general, since these digitized sources of true randomness
have a bias or insufficient entropy, reducing the bias or increas-
ing entropy should be involved, which is called postprocessing.
For forward and backward unpredictability as well as an
increase of entropy, the National Institute of Standards and
Technology (NIST)-approved cryptographic algorithm is used
for deterministic random bit generators (DRBGs) such as
HASH-DRBG, HMAC-DRBG, and CTR-DRBG [10]. In this
case, the seed is acquired from true randomness sources so
that the DRBG can be instantiated and unpredictable random
numbers can be generated.

However, most of the existing TRNGs need to mitigate vul-
nerabilities under adversarial environments. First, sources of
true randomness, e.g., thermal noise, timing jitter, or metasta-
bility, can be affected by temperature, voltage, and aging, and
external attacks such as EM fault injection attacks [3]. Second,
DRBGs included in the TRNG are susceptible to SCAs such
as differential power analysis (DPA) [11] or correlation power
analysis (CPA) [12], i.e., random numbers will be predictable

1In [8], the randomness of two types has been checked, which are neuronal
membrane voltages in the primary visual cortex of a cat during series of visual
stimulation and the electrical conductance of the galvanic skin responses of
humans.
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if the secret key in DRBDs can be revealed by SCAs. Hence,
we should consider the additional requirements for secure
RNGs as well as sufficient entropy and unpredictability.

1) Random numbers generated by the RNG have sufficient
entropy and unpredictability.

2) Random source is robust against environmental
variations.

3) The RNG has robustness against SCAs.
Quantum phenomena can support true randomness and

uncertainty which are an essential part of quantum mechanics:
optics and radioactive isotope decay. Most well-known optical
random entropy is constructed by sending a single photon
to a balanced beam splitter [13]. Because the photon has
characteristics of both wave and particle, an incoming photon
is either transmitted or reflected equally likely, which is not
influenced by the environmental variables. Another source
of quantum randomness is based on the radioactive decay.
In [14], alpha particles emitted during the radioactive isotope
(americium-2412) decay are exploited. The time interval
between consecutive radioactive decay or the number of
radiated particles within a constant time is identically and
independently distributed so that the entropy can be extracted
or digitized.

In order to satisfy the third condition (i.e., a DRBG in a
TRNG has robustness against SCAs), two kinds of counter-
measures against SCAs can be exploited—hiding and masking.
The masking method with random bits, such as threshold
implementation [15], is widely used under the assumption that
random bits for masking have full entropy. If masking random
bits generated by another TRNG are biased or predictable
by physical attacks such as fault injection attacks or SCAs,
the masking countermeasure is nullified.

In this article, we propose an innovative approach to
extract quantum randomness from a radioactive isotope of
americium (Am), which is developed as a quantum entropy
chip (QEC). The QEC provides random pulses to generate
true random numbers as well as random frequency clocks
so that it can offer a framework for a side-channel-resistant
design using quantum random number generator (SCR-QRNG
framework)3 [16].

The QEC has the following features.
1) Offers small area overhead with a die size of 1.4 mm ×

1.4 mm at 180-nm technology node.
2) Generates unbiased and nondeterministic random num-

bers without postprocessing.
3) Can be used as a stand-alone and embedded Internet

Protocol (IP) in a system-on-chip (SoC) platform.
4) Provides robustness against malicious manipulation.

This paper is an extension of our previous work [16]. The list
of differences from the previous work is as follows.

1) Our QRNG is evaluated in terms of three criteria,
discussed in Section V, which are as follows.

a) Characteristics related to the QRNG principle such
as the source of randomness, and statistical and
stochastic characteristics.

b) The QRNG design.
c) Robustness against temperature/voltage variations

and aging effect as well as hardware security, such
as optical and EM attacks.

2Americium-241 is commonly used for a household smoke detector in which
the amount of elemental americium-241 is small enough to be exempt from
the regulations (37 kBq or 1 μCi, corresponding to about 0.3 μg).

3In this article, SCR-QRNG framework means a framework for a side-
channel-resistant design using QRNG. SCR-QRNG means side-channel-
resistant QRNG.

2) Two kinds of quantum entropy sources and QRNG
architecture are described comprehensively in Section II,
and our QRNG is compared with existing commercial
QRNGs in Section V-E.

3) A device authentication as another application for the
QEC is presented in Section VII.

To the best of our knowledge, there are no pieces of literature
to analyze and evaluate QRNGs in terms of comprehensive
criteria at the time of this writing. In this extended version,
we deal with a comprehensive and detailed study of QRNGs,
our QEC, and applications such as a side-channel-resistant
QRNG framework and device authentication.

This article is organized as follows. In Section II, we present
preliminaries. Section III presents the hardware design of
the QEC and QRNGs. Section IV provides the stochastic
model of the quantum entropy caused by the radioactive
decay. Experimental results are presented in Section V. The
SCR-QRNG framework is presented in Section VI. Device
authentication using the QEC is presented in Section VII.
Finally, we conclude this article in Section VIII. The proof
is given in the Appendix.

II. PRELIMINARIES

A. Quantum Entropy Source

QRNGs are devices that produce random numbers from
the quantum phenomenon, which cannot be predicted by any
means according to the principles of quantum physics. QRNGs
offer much better alternatives since their randomness comes
from the unpredictable physical phenomenon that cannot be
influenced by external variables. There are two quantum
phenomena that randomness can be extracted from: optics and
radioactive isotope decay. Many different optical methods have
been proposed, tested, and commercialized in recent years, but
they have common limitations.

1) Optical Quantum Entropy: The most well-known optical
random number generator is constructed by sending a single
photon to a balanced beam splitter [13]. Because the photons
have characteristics of both wave and particle, incoming light
is either transmitted or reflected equally likely. Whether a
given photon is transmitted or reflected is a random phenom-
enon that cannot be influenced by the environmental variables.
For example, if we can make a beam splitter that transmits
precisely 50% of the light, and a hypersensitive sensor that can
detect a single photon as 0 for a transmitted photon and 1 for a
reflected photon, then one can produce ideal random numbers.
However, optical quantum entropy has limitations as follows.

1) Because it is impossible to build a balanced beam splitter
in such a way that precisely 50% of the light would be
transmitted, it is inevitable to create a bias.

2) It requires a hypersensitive sensor that can detect a single
photon as well as a device that can shoot a single photon
to the half mirror at a precise angle.

3) The artificial act of postprocessing is needed that can
correct the bias such as the XOR algorithm.

4) Due to the high cost of hypersensitive sensors, optical
QRNGs too will be expensive.

5) All types of detectors need time delay to recover after
a detection, known as the dead time.

2) Quantum Entropy Based on Radioactive Decay: Another
source of randomness using quantum characteristic is based
on the radioactive decay [14], which exploits alpha par-
ticles emitted during the decay of a radioactive isotope
(americium-241). Each alpha particle consists of two protons
and two neutrons, a nucleus of 4

2He. Alpha decay usually
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occurs from the heaviest nucleus that has too many nucleons to
be stable in a natural state. It can be expressed as: 241

95 Am →237
93

Np +4
2He, where the numbers in subscript and superscript

represent the atomic number (also the number of protons in
the nucleus) and a mass number of the nucleus (number of
protons plus neutrons), respectively.

The particle radiation including beta particles4 and gamma
ray photons,5 called ionizing radiation has enough energy
to eject an electron from an atom. These particles ionize
the matter and destroy molecular bonds, which can cause
significant biological damage. The alpha particles are the least
dangerous since they cannot penetrate very deeply into the skin
and can be stopped by clothing as well [17].

A semiconductor sensor such as a p-i-n diode6 is widely
used for radiation monitoring or quantitative radiation mea-
surement. When light or other forms of ionizing radiation
are absorbed in the intrinsic area or in the depletion layer of
a p-i-n diode, many electron–hole pairs are created. If the
diode is reverse-biased, which results in the electric field
between the p- and n-type regions, almost all of the accumu-
lated charges are drawn away, and thus a small current pulse is
generated. The small current can be amplified and processed
in order to detect the very tiny current pulse.

The time interval between two consecutive decay impulses
can be modeled as an exponential distribution and provide the
best entropy to generate random numbers [14] (the mathe-
matical modeling will be discussed in Section IV), which is
absolutely unpredictable. However, to the best of our knowl-
edge, it has been difficult to miniaturize the device until now.

B. QRNG Architecture

The quantum entropy source, such as emitted pho-
tons or radioactive decay, generates randomness in the form
of analog signals such as low-level electronic currents. Thus,
the generated current should be amplified and digitized to dis-
tinguish the quantum signal from electrical noise. The digitized
quantum signal is generated in various forms such as the time-
to-digital conversion between detected decay events or a count-
ing number of detected quantum particles. The combination
of a quantum entropy source and a digitizer (or an entropy
extractor) is called a digital entropy source. The stochastic
model can be built based on the quantum entropy source and
the extraction process.

If the digitized raw sequences, called raw random num-
bers have a negligible bias,7 the postprocessing process is
not required. However, if the raw random sequences have
nonnegligible bias or the entropy of the raw random sequences
is not sufficient, caused by an imperfection in the measure-
ment or entropy sources with low entropy, the postprocessing
reduces bias and compresses the raw random sequences to
increase the entropy. The output of the postprocessing is as

4β-Decay is a type of radioactive decay in which a β-ray (fast energetic
electron or positron) and a neutrino are emitted from an atomic nucleus. Beta
particles travel several feet when emitted from a radioactive source, but they
are blocked by most solid objects [17].

5A γ -ray or γ -radiation is a penetrating EM radiation arising from the
radioactive decay of atomic nuclei. It consists of photons in the highest
observed range of photon energy. γ -Rays are the most dangerous form of
ionizing radiation. These extremely high-energy photons can travel through
most forms of matter because they have no mass. It takes several inches of
lead or several feet of concrete to effectively block gamma rays [17].

6A p-i-n diode is a diode with a wide, undoped intrinsic semiconductor
region between a p-type semiconductor and an n-type semiconductor region.

7Bias is defined as a deviation of probability that a random bit, r is equal
to 1 from the ideal value, 0.5; e = Pr[r = 1] − 0.5.

close as possible to a uniform distribution at the expense of a
throughput [18]. The output of the postprocessing module is
referred to as internal random numbers. The bias of raw ran-
dom numbers and internal random numbers can be evaluated
by statistical/online test suites such as NIST SP 800-22 [4].
There are various methods of postprocessing [19]; Von Neu-
mann corrector, XORing, linear codes, and cryptographic algo-
rithms such as AES and hashing.

If each bit of the biased raw random sequence is indepen-
dently and identically distributed, a Von Neumann corrector
can remove the bias at the cost of throwing away at least half
of the bits, in which for every pair of raw random bits, 00 and
11 patterns are discarded, and 0 is assigned if a 01 pattern is
given to the inputs, and 1 is assigned if a 10 pattern is given.
The output bit of the Von Neumann corrector is theoretically
uniformly distributed [19]. However, the throughput of the Von
Neumann correct is at most 1/4 of the rate of the inputs.8

If negligible bias is allowed, a linear code is a good
candidate for the postprocessing. Let G be a linear corrector
mapping n bits to k bits; G : F

n
2 → F

k
2. Then the bias of

the output bits generated by a [n, k, d] linear code is less
than or equal to 2d−1ed , where d is the minimum distance
of the linear code constructed by the generator matrix G, and
e is the bias of input bits [20]. For example, Dichtl’s linear
corrector [21] is given by L : F

8
2 × F

8
2 → F

8
2

L(X, Y ) = X ⊕ (X ≪ 1) ⊕ (X ≪ 2) ⊕ (X ≪ 4) ⊕ Y.

If each input bit has e = 0.05 bias, the bias of each compressed
output bit is reduced to 24 × 0.055 = 0.000005. In the case
of XORing two inputs with the bias e; L(X, Y ) = X ⊕ Y ,
the output bias of each is equal to 2 × e2. These linear codes
have the same compression rate 1/2, but Dichtl’s linear code
is more improved in terms of the bias.

Since the cryptographic postprocessing, such as hashing and
AES, exploits both diffusion and confusion properties, it can
also mask the imperfection of raw random numbers. Even if
the source of randomness fails, it can provide a deterministic
random number generator (DRNG) as well as unpredictability
in forward,9 backward,10 or both directions. However, this
method is more expensive than linear code-based methods in
terms of time and area.

III. QEC DESIGN AND QRNG

Fig. 1 shows the block diagram of our QRNG which consists
of a QEC, an entropy extractor and a postprocessing module.
Since raw random numbers from the entropy extractor have
enough entropy, postprocessing is not required.

A. QEC Design

The alpha particle used in the development of our QEC
has an energy level of 4 MeV. Its radioactivity level
is 0.11 μCi which is equal to 4.07 kBq. The applied
americium-241 substrate is expected to emit 4070 decays/s.
Due to the spherical diffusing characteristic, half of them van-
ish into the ground plate where the substrate is fixed. Because
of their relatively large mass, higher electric charge (+2e) and

8Assuming that Pr[xi = 1] = 0.5 + e, Pr[xi xi−1 = 01 or xi xi−1 =
10] = 2(1/4 − e2). Since the output is a bit, the rate of the output is given
by 1/4 − e2.

9Subsequent (future) values cannot be determined (i.e., computed or guessed
with nonnegligible probability) from current or previous output values.

10Previous values cannot be determined (i.e., computed or guessed with
nonnegligible probability) from the current or future output values.

Authorized licensed use limited to: University of Florida. Downloaded on July 12,2021 at 12:54:31 UTC from IEEE Xplore.  Restrictions apply. 



1474 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 28, NO. 6, JUNE 2020

Fig. 1. Block diagram of the QRNG.

Fig. 2. Side view of the QEC.

Fig. 3. Circuit design of the QEC.

relatively low velocity, the alpha particles are very likely to
interact with other atoms and lose their energy. For example,
alpha particles with 4-MeV energy can be stopped at a
few centimeters of air. In order to prevent self-absorption,
it needs to be as thin as possible. In practice, most of the
alpha radioactive source is fixed on the substrate and covered
by a very thin metal film, which prevents the radioactive
source from being affected by external factors such as smoke
(see Fig. 2). Fig. 3 shows the circuit design of the QEC which
consists of a photodiode (PD) for detecting α-particles, two
transimpedance amplifiers (TIAs), and a comparator.

1) Detector: Alpha particles are detected by the follow-
ing CMOS-type PD, and its structural characteristics are as
follows.

1) Type: Surface-type p-n junction diode.
2) Reverse Bias: Typically 1.65 V.
3) Particle Incidence: Front side only.
4) Charge Collection Range: 3–8 μm (with surface insu-

lating layer of 3 μm).
5) Alpha Particle Energy Range: 0.7–5.5 MeV (if SiO2 has

the same property to Si crystal).
The reverse-bias leakage current of the PD is less than 1 nA
and when α-particles are absorbed in the depletion region of

TABLE I

SPECIFICATION FOR THE DETECTOR

Fig. 4. ASIC design of the QEC. (a) Layout of QEC: 1.4 mm × 1.4 mm.
(b) Component blocks and pinouts.

TABLE II

PIN ASSIGNMENT AND DESCRIPTION

the PD, a photocurrent that has typically 1 μA is generated.
Details of the technical specification are provided in Table I.

2) Amplifier: We use a TIA to amplify and detect a very
low level of the light current by the absorption of an α particle.
It is amplified in two stages. The transimpedance gain and the
unit gain bandwidth of the first TIA are 10 M� and 10 MHz,
respectively. The gain of the second amplifier is set to 10.

3) Comparator: The amplified voltage from TIAs is trans-
formed to an analog pulse signal, VO_COMP, called a quan-
tum random pulse by a comparator with a reference voltage
of 0.3 V such that

VO_COMP =
{

3.3 V, if VO_TIA2 ≤ VREF3

0 V, if VO_TIA2 > VREF3.

Therefore, the QEC finally produces a quantum random pulse
when an α-particle caused by radioactive decay is detected.

Fig. 4(a) shows the layout design of the QEC based on
180 nm technology node and Fig. 4(b) shows components and
pinouts in the QEC. Finally, the fabricated wafer is enclosed
in a 12-pin quad-flat no-leads (QFN) package. The pinouts of
the QEC is described in Table II. The QEC chip has a tiny
size; 3 mm × 3 mm × 0.85 mm. The power consumption of
the QEC is 3 mW.

B. QRNG

In order to generate raw random numbers as seen in Fig. 1,
analog quantum random pulses should be digitized by
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an entropy extractor. We can use a n-bit counter with
a f -Hz clock frequency as an entropy extractor to measure
each interval between consecutively detected decay. The raw
n-bit random numbers from the counter originally has the
exponential distribution with the parameter λ (not uniformly
distributed). The entropy of the raw random number is close
to 1/bit if three parameters, λ, n, and f , are satisfied with (2)
based on a stochastic model (discussed in Section IV), which
does not require any postprocessing.

IV. STOCHASTIC MODEL

The event of the radioactive α-decay can be mathematically
modeled by the Poisson distribution [14]. Let X be a random
variable representing the number of α-decay per second.
The probability mass function fX is given by fX (x) =
(e−λ0λx

0)/(x !), x = 0, 1, 2, . . . , where λ0 is the expected
number of α-decay. The detecting component is located suf-
ficiently close to the Am-241 disk. The rectangular detector
composed of 16 × 16 grids captures 35% of emitted particles.
The dead time of the PD detector is extremely low, which
is 0.15 ns, so that we may ignore the possibility that more
than one particle are detected simultaneously.

We introduce a random variable Y which represents the
number of detected particles in a second. Then the following
relationship is expected for some constant k(<1): Y = k X .
Y is also modeled by the Poisson distribution with the prob-
ability mass function fY as follows:

fY (y) = e−λλy

y! = e−λ0k(λ0k)y

y! , for y = 0, 1, 2, . . .

where λ = λ0k. An arbitrary time point to detect each
α particle is denoted as di , for i = 0, 1, . . . , and let T be a
random variable representing the interarrival time between two
consecutive detection; ti = di −di−1 for i = 1, 2, 3, . . . By the
Poisson process, the continuous random variable T follows an
exponential distribution with the probability density function
fT given by fT (t) = λe−λt , for t ≥ 0. The expected value
of the interarrival time is μ = 1/λ. Whenever the detector is
activated, it requires the dead time Td to recover during which
it is impossible to be activated. The probability to detect the
next decay after t + Td is not related to the dead time Td
because of the memoryless property or Markov property of
the exponential distribution as follows [14]:

Pr[D > t + Td |D > Td] = Pr[D > t]

where D is a random variable representing the detection event.
This also means that the next detection is not affected by the
previous detection and dead time.

We can measure each interval between consecutively
detected decay using a n-bit digital counter with an f -Hz
clock signal. If the digitized value, V = [Vn−1Vn−2 . . . V0]2,
has the exponential distribution, the postprocessing is required
for increasing entropy close to 1/bit.

Lemma 1: The ratio of Pr[Vi = 0] to Pr[Vi = 1] is as
follows:

Pr[Vi = 0]

Pr[Vi = 1]
= 1

e−λ2i / f
, for i = 0, 1, . . . , n − 1 (1)

where Vi is the i th bit of the counter, λ is the parameter of
the exponential distribution, and f is the clock frequency of
the counter. Both λ and f are design parameters. The proof
of this lemma is given in the Appendix A.

Based on (1), as λ/ f converges toward 0, the probability
distribution of each bit, vi approaches a uniform distribution;
limλ/ f →0 (Pr[Vi = 0]/Pr[Vi = 1]) = 1. Also, the probability
of the least significant bit (LSB) is more similar to the uniform
distribution.

Corollary 1: If two design parameters λ and f are satisfied
with the condition that

2n−1λ

f
< ε (2)

then the bias of digitized entropy sources is negligible as
follows:

e = Pr[Vi = 1] − 0.5 ≈ 0, for i = 0, 1, . . . , n − 1.

Corollary 2 (Entropy): The entropy per bit of the generated
random numbers using a n-bit counter with an f -Hz clock
signal is defined as follows:

H1[V] = 1

n

n−1∑
i=0

[(
1 + eλ2i / f

)−1
log2

(
1 + eλ2i / f

)

+(
1 + e−λ2i / f

)−1
log2

(
1 + e−λ2i / f

)]
. (3)

The minimum entropy, H∞[V], is defined as

H∞[V] = log2

(
1 + e−λ2n−1/ f

)
. (4)

V. EXPERIMENTAL RESULTS AND COMPARISON

A. Evaluation Strategy

Ideal random numbers have the property that they are
independent, uniformly distributed, and unpredictable on a
finite range. However, practical random number generators
may have potential weaknesses such as unsatisfied entropy,
predictability caused by deterministic algorithm, loss of
entropy by aging of the component, high power/resource
usage or vulnerability against physical attacks, e.g., fault-
injection attacks. In order to detect such defects, QRNGs
should be evaluated in terms of three criteria; 1) characteristics
related to the QRNG principle; 2) the QRNG design; and
3) robustness and hardware security [2].

1) QRNG Principle: This criterion includes the source of
randomness, and statistical and stochastic characteristics.

a) Source of randomness: As discussed in Section II-A,
since quantum entropy sources have an inherently unpre-
dictable physical phenomenon, they are suitable for the root of
randomness to generate random numbers. In order to validate
whether the quantum entropy source (which corresponds to our
QEC chip, in this article) is correctly working, total failure
(tot) test11 should be enabled to immediately perceive the
failure of the source of randomness. For example, a QRNG
including cryptographic postprocessing works as a DRNG if
the source of randomness fails. The QRNG still can pass the
statistical test even if its seed does not have true randomness.
Therefore, the tot test of QRNGs with cryptographic post-
processing is required.

11Our tot test is performed with the output of an entropy source shown
in Fig. 5, which is different from AIS methodology [22] based on the output
of a digitizer.
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Fig. 5. Evaluation of the QRNG principle.

b) Statistical characteristic: Once raw random num-
bers or internal random numbers are generated, we need
to validate the quality of the random numbers. The tradi-
tional approach to randomness testing is to perform a series
of statistical tests such as NIST SP 800-22 [4], NIST SP
800-90b [23], BSI AIS 31 [22], TestU01 [24], Diehard [25],
and Dieharder [26] suites. The χ2 test is mostly used to
compare the goodness of fit of the observed frequencies of a
sample measure to the corresponding expected frequencies of
the hypothesized distribution. The p-value of each test above
the significance level indicates that the test is passed.

c) Stochastic characteristic: Only these statistical tests
are not sufficient to evaluate truly randomness about unpre-
dictability. PRNGs can pass the statistical tests but they are
predictable. Similarly, false positives for statistical tests can
occur. Stochastic testing focuses on estimating the entropy
based on a stochastic model of the QRNG instead of statis-
tical behavior, which corresponds to the P2-TRNG class in
AIS 31 [22]. Fig. 5 shows the evaluation of the QRNG
principle by three kinds of tests.

2) QRNG Design: In order to evaluate the practical use-
fulness of QRNGs, it is necessary to analyze the kind and
number of resources such as the number of logic gates
(in ASICs) or LUTs (on FPGAs), power consumption, tech-
nology possibility, and design automation possibility. In par-
ticular, QRNGs have many challenging problems in terms of
technology and design automation possibilities. For example,
it is very difficult or impossible to embed a QRNG IP to an
SoC solution due to technology limitations. Most of the com-
mercial QRNGs cannot be suitable for the Internet of Things
(IoT) devices due to their large volume (seen in Table VII).

3) Robustness and Security: In addition to unpredictability,
entropy, and design requirements, QRNGs must be robust
against aging effects and environmental variations such as
temperature, power supply or EM radiation. In order to analyze
the robustness, randomness in various environment conditions
should be validated by statistical tests.

Physical attacks on QRNGs should be taken into account
since they are able to change the behavior of QRNGs, i.e., the
entropy of generated random numbers is reduced significantly
so that the whole cryptographic system can be broken easily.
For example, by EM fault injection to the entropy extractor in
the ring-oscillator-based TRNG, it is possible to control the
bias of the TRNG [3]. If photons are able to be injected to
optical sensors in an optical QRNG periodically, the output of
the QRNG can be controlled by an adversary.

B. Evaluation: QRNG Principle
In order to analyze the source of randomness, statistical and

stochastic characteristics, a tot test, NIST statistical tests, and
stochastic tests are performed.

Fig. 6. Setup for failure and robustness tests.

Fig. 7. Quantum random pulses and randomized PWM.

Fig. 8. Empirical CDF and exponential CDF based on measured quantum
PWM under the normal condition (25 ◦C, 3.3 V).

1) Tot Test: In order to check if the QEC is generating
enough entropy source, we measure each interval between con-
secutive random pulses that will be transformed into random
numbers by an entropy extractor. Fig. 6 shows the setup of
the tot test which consists of a QEC as the DUT, a power
supply, a temperature test system, an FPGA development
board, a Tektronix MDO3102 oscilloscope, and a PC. The
random pulse signal generated by the QEC is inserted to the
clock signal of a counter on an FPGA. At the rising edge of
the random pulse, the counter increments. The pulsewidth of
the LSB signal changes according to the interval between two
consecutive pulses. Measured pulsewidths using an oscillo-
scope correspond to the time intervals, which are stored in
a PC for analysis of the randomness. Fig. 7 shows mea-
sured quantum random pulses from the QEC and randomized
pulsewidth modulation (PWM) from the counter. A quantum
random pulse is generated at an average frequency of 100 Hz.

Ten thousand pulsewidths are sampled under the normal
condition (temperature: 25 ◦C and supply voltage: 3.3 V), and
we evaluate how well they fit to an exponential distribution
using the Kolmogorov–Smirnov (K–S) test [27] as a goodness-
of-fit test. Fig. 8 shows that the empirical cumulative proba-
bility density (CDF) based on the measured samples is close
to the exponential CDF. The p-value of the K–S test is 0.43,
which fails to reject the null hypothesis. Under temperature
and voltage variations, tot tests will be performed as discussed
in Section V-D.
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TABLE III

RESULTS OF NIST SP 800-22 STATISTICAL TESTS

TABLE IV

AIS 31 STATISTICAL TESTS OF QRNG

Fig. 9. NIST SP 800-90B test.

2) Statistical Test: A 16-bit counter with a 50-MHz clock
as an entropy extractor and other modules, such as an asyn-
chronous first-input–first-output (FIFO) and UART RX/TX
for communication with a PC, are implemented on a Xilinx
Spartan-6 FPGA. Raw random numbers generated by the
counter are transmitted to a PC and then NIST SP 800-
22, NIST SP 800-90B, and BSI AIS 31 statistical tests
are performed multiple times with five sets of a million
of collected bits using our test tool. Tables III and IV
show that all NIST SP 800-22 [4] and BSI AIS 31 sta-
tistical tests [22] are passed, and measured entropy per
byte is 7.99, which is very close to ideal entropy (=8).
In addition, our QRNG is in compliance with NIST SP
800-90B [23] as shown in Fig. 9, in which measured entropy
per byte is 7.889.

3) Stochastic Test: Based on the stochastic model described
in Section IV, we can estimate the entropy of our QRNG.
Using (3) and (4), both H1[V] and H∞[V] are estimated to be
all 1.

C. Evaluation: QRNG Design
The throughput of our QRNG using a 16-bit counter is

1.6 kb/s. The digital design for a counter, an FIFO, and

TABLE V

ROBUSTNESS TEST UNDER VARIOUS TEMPERATURES AND VOLTAGES

Fig. 10. Q–Q plots under various temperatures and voltages. (a) Temp.: 0 ◦C.
(b) Temp.: 25 ◦C. (c) Temp.: 50 ◦C. (d) Temp.: 75 ◦C. (e) Temp.: 25 ◦C,
2.97 V. (f) Temp.: 25 ◦C, 3.63 V.

UART RX and TX is implemented on a Xilinx Spartan 6
FPGA, which occupies 652 LUTs. The maximum frequency
is allowed up to 179.96 MHz based on the timing analysis.

D. Evaluation: Robustness and Hardware Security

1) Temperature and Voltage Variations: In order to evaluate
robustness against temperature and voltage variations,
additional tot tests under different conditions are performed.
In the case of temperature variations, the power supply
voltage is fixed at 3.3 V and using a ThermoSteam in Fig. 6,
various temperatures from 0 ◦C to 75 ◦C are given. For
voltage variation tests, two different voltages such as 3.3 V
±10%, i.e., 2.97 and 3.63 V are given under the room
temperature (25 ◦C). Ten thousand samples are collected from
the QEC under different environments, and K–S and χ2 tests
are performed. Two p-values and Q–Q plots12 under each
setup in Table V and Fig. 10 show that the quantum random
variable is exponentially distributed, and the randomness
has robustness against given temperature (0 °C–75 °C) and
voltage variations (2.97–3.63 V).

12In statistics, a Q–Q (quantile–quantile) plot is a probability plot, which is a
graphical method for comparing two probability distributions by plotting their
quantiles against each other [28]. If the two distributions being compared are
similar, the points in the Q–Q plot will approximately lie on the line y = x .
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TABLE VI

AGING EFFECT TEST

Fig. 11. QEC optical attack. (a) Setup of PLS. (b) Laser scanning image of
the back side of the QEC.

2) Aging Effect: The randomness of the QEC is capable
of getting deteriorated by negative bias temperature instability
(NBTI) aging. In order to evaluate the aging effect, the NBTI
aging is considerably accelerated by increasing temperature
and supply voltage with respect to its nominal conditions.
In our experiments, we apply the stress with 80 ◦C and 3.8 V
(3.3 V + 15%) to the QEC. The acceleration factor (AF) is
given as follows [29]:

AF =
(

Vstress

Vnormal

) α
n

exp

(
Eaa

K

(
1

Tstress
− 1

Tnormal

)
1

n

)

where the gate voltage exponent, α, is 3.5, the time exponent,
n, is 0.25, the apparent activation energy, Eaa, is −0.02 eV,
Boltzmann’s constant, k, is 8.62×10−5 eV/K, and the voltage
and temperature under the normal condition are, respectively,
25 ◦C (=298.15 K) and 3.3 V. In the stress condition (80 ◦C =
353.15 K, 3.8 V), AF is 11.3, i.e., 1 h of the accelerated aging
corresponds to 11.3 h of effective NBTI aging under normal
conditions. Under constant accelerated aging, we perform
tot tests after 24, 48, 72, 96, and 120 h which correspond
to 11.3, 22.6, 33.9, 45.2, and 56.5 days under the normal
condition. Both K–S and χ2 statistical tests fail to reject the
null hypothesis as seen in Table VI.

3) Hardware Security: If an adversary can control the QEC
such as generating periodic pulses to remove entropy by
fault-injection attacks based on photon or EM disturbance,
countermeasures against these attacks should be considered.
We do not try to execute sophisticated and powerful attacks
but check if potential risks against fault-injection attacks exist.
In our preliminary experiments, both optical attacks using a
laser and EM attacks are considered.

a) Optical attacks: If photons with larger energy than
the silicon band gap are injected inside a PD, photocarriers
will be generated and then a pulse signal can be generated to
an output of the QEC. Photoelectric laser stimulation (PLS)
can be applied to the backside of a QEC using a Hamamatsu
Phemos-1000 laser scan system as shown in Fig. 11(a). Since
the bottom of a QEC wafer is covered with a lead frame as
shown in Fig. 2, photons cannot be injected into the silicon
and a high-contrast reverse-engineered image by scanning the
backside of the QEC with a 1.3-μm laser cannot be obtained
as shown in Fig. 11(b). Laser-induced fault-injection attacks
are impossible without the decapsulation of the QEC.

Fig. 12. QEC EM attack. (a) Setup of an EM attack. (b) Random pulse
before an EM attack. (c) Random pulse after an EM attack.

b) EM attacks: EM injection can influence the random-
ness of a QEC. In order to evaluate EM effects, sinusoidal
wave signals with 100 MHz and 10 peak-to-peak voltage by
a function generator are injected through an EM probe, which
is placed on the top of the QEC as shown in Fig. 12(a).
Even if the EM injection makes noise included in a random
pulse signal higher, it cannot generate or remove pulses.
Fig. 12(b) and (c) shows a random pulse before and after an
EM attack, respectively. However, we cannot guarantee that
the QEC has robustness against EM attacks completely only
by this preliminary experiment.

E. Comparison

Table VII shows a comparison of commercial QRNGs
including our QRNG. Our QRNG can support an isolated
quantum entropy source in the form of a tiny chip in contrast
to other QRNGs in which all processing units and quantum
entropy sources are included in the form of a PCB or a box
case. The QEC is suitable to be combined with legacy or latest
IoT devices because of its small size and simple interface.

An alpha particle consisting of two protons and two neu-
trons has a too heavyweight that its speed is much slower than
a photon. Other commercial QRNGs using optical quantum
entropy can generate high bit-rate random sequences inher-
ently. However, they need sophisticated sensing devices, and
their miniaturization is expensive and impractical. In order
to increase the bit rate of our QRNG up to a few Gb/s,
multiple QECs and high-frequency DRBGs can be used to
generate high-bandwidth random sequences independently and
parallelly.

VI. SIDE-CHANNEL-RESISTANT DESIGN USING QRNG

A framework for side-channel-resistant design using QRNG
(SCR-QRNG framework [16]) includes a source of quantum
randomness, security primitives, such as random frequency
clocks and random numbers for side-channel-resistant design,
a theoretical model of quantum randomness supported by the
QEC, and a quantitative score to evaluate both side-channel
resistance and throughput of side-channel-resistant implemen-
tations as shown in Fig. 13(a). Based on the theoretical model
of quantum randomness, the entropy of generated random
numbers and characteristics of random frequency clocks can
be estimated; and using a quantitative score, called the SCR-
T score, an optimized design is determined among various
configured implementations.

Fig. 13(b) shows the block diagram of a side-channel-
resistant QRNG (SCR-QRNG) used in the SCR-QRNG
framework. It is composed of an analog part for the random
frequency clock generator (RFCG) and a digital part for
the side-channel-resistant CTR-DRBG to generate random
numbers. We implement the CTR-DRBG on Xilinx Spartan-6
FPGA. Random frequency clocks and random numbers gen-
erated by the QRNG can be used as hiding and masking
resources for side-channel-resistant design, respectively.

Authorized licensed use limited to: University of Florida. Downloaded on July 12,2021 at 12:54:31 UTC from IEEE Xplore.  Restrictions apply. 



PARK et al.: QEC: QUANTUM ENTROPY CHIP AND ITS APPLICATIONS 1479

TABLE VII

COMPARISON OF COMMERCIAL QRNGs

Fig. 13. SCR-QRNG framework. (a) Framework for side-channel-resistant
design using QRNG. (b) Block diagram of side-channel-resistant QRNG.

A. SCR-QRNG

In order to generate raw random numbers, analog quantum
random pulses should be digitized by an entropy extractor.
We use a 16-bit counter with a 48-MHz clock cycle as
an entropy extractor to measure each interval between con-
secutively detected decay. The raw 16-bit random numbers
from the counter originally have the exponential distribution
with the parameter λ = 100 (not uniformly distributed). The
entropy of the raw random number is close to 1/bit if three
parameters, λ, n, and f , are satisfied with (2) based on a
stochastic model (discussed in Section IV).

Even though raw random numbers extracted by a 16-bit
counter have sufficient entropy and unpredictability, the bit rate
of the QRNG is low (1.6 Kb/s). In order to increase the bit rate
(or throughput) without loss of entropy and unpredictability,
a NIST-approved CTR-DRBG using the AES algorithm can be
exploited. Extracted random numbers from the QEC are used
as the seed of the DRBG in such a way that cryptographic
random numbers can be generated with a high throughput
until seeds are refreshed. In other words, within a time interval
between consecutive detected radioactive decay, theoretically
unpredictable random numbers with a high bit rate can be
generated by a DRBG. However, if the secret key of the
DRBG is revealed by SCAs, generated random numbers can
be predicted.

We present a method to obfuscate power side-channel
leakages to make SCAs more difficult and impractical
in terms of computational complexity or measurements

Fig. 14. Simulation of the RFCG. (a) Schematic capture of RFCG.
(b) Waveform: V (clk_out): generated clock signal, V (n004): QEC pulse,
V (n006): voltage of C1 and V (n002): amplified voltage.

to disclosure (MTD). As a method of SCA obfuscation,
the clock frequency of the DRBG is randomly modulated that
both timing and power consumption of the target operation,
e.g., the first round SBOX or Addround_key operation, can
be changed randomly.

1) Random Frequency Clock Generator: Analog pulses
generated by the QEC are used as sources of randomness to
generate a random frequency clock. There exist two sources
of randomness in the random pulses; the positive pulsewidth
and the time interval between two consecutive random pulses
which correspond to a Gaussian random variable, W , and
an exponential random variable, T , respectively. A capacitor
connected to the pulse signal of the QEC is charged during
the positive pulsewidth and is discharged during the nega-
tive pulsewidth. Using a voltage-controlled oscillator (VCO),
the charged voltage in the capacitor can determine the fre-
quency of the clock signal. Since the voltage is charged
and then discharged depending on the two random variables,
W and T , the frequency is also a random variable, F .

Fig. 14(a) shows the schematic capture of the RFCG using
LTspice SPICE simulation tool [35]. In Fig. 14(a), V1 repre-
sents the analog pulse of the QEC, which is connected to a low
pass filter consisting of a register, R2, a capacitor, C1, and a
switching diode, D1. During a positive pulse period, the capac-
itor, C1, is charged with a time constant, τ1 = R2 · C1, and
discharged with a time constant, τ2 = (R1+R5)·C1, until the
next positive pulse is generated by the QEC. A noninverting
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Algorithm 1 CTR-DRBG Generate

Fig. 15. PCB design of the RFCG. (a) Circuit design. (b) PCB design.
(c) PCB module.

amplifier is utilized to amplify the charged voltage in the
capacitor, C1. An LTC1799 [36] of Analog Devices, Inc.,
which has the frequency range from 1 kHz to 33 MHz, is used
as a VCO. Fig. 14(b) shows the waveform of an analog pulse
signal of the QEC, the voltage of C1, the amplified voltage,
and the clock frequency changed by the amplified voltage.
Both positive pulsewidth and negative pulsewidth decide the
frequency range of the clock during two consecutive pulses,
which will be mathematically analyzed in Section IV. Based
on the simulation results, the PCB module of the RFCG is
implemented, which can be mounted easily onto a SAKURA-
G board. Fig. 15 shows the schematic, the PCB design, and
the implemented PCB module of the RFCG.

2) DRBG: An NIST-approved CTR-DRBG using AES-128
encryption has access to the entropy source from the counter
[see Fig. 13(b)] with full entropy during DRBG’s instantiation
in order to generate its initial state or during reseeding. Since
the entropy extractor using the QEC provides the full entropy,
a derivation function to condition entropy inputs and additional
inputs are not required [37]. The initial state S0 consists
of a key, K0 ∈ {0, 1}128, an initial vector, V0 ∈ {0, 1}128,
and a counter for reseeding, cnt0 = 1; S0 = (K0, V0, cnt0),
where the initial seed supported by the QRNG corresponds to
(K0, V0). The state, S j , and random numbers, r j , are updated
and generated by a CTR-DRBG generate function which
is given in Algorithm 1. The same key is used for the AES
encryption until generating the required number of random
bits, β. If the reseeding counter value, cnt, is greater than
a reseeding period, preseed, reseeding is performed by the
Reseed Algorithm 3.

Note that the key, K 0, at Algorithm 1 is not updated during
m iterations, where the standard permits m to be as large

Algorithm 2 CTR-DRBG Update

Algorithm 3 CTR-DRBG Reseed

Fig. 16. Mathematical model of a random pulse.

as 212 [37]. If an adversary is able to compromise the
key, K 0, by SCAs, all future outputs can be recovered until
the next reseed call. Generally, AES implementations are
vulnerable to SCAs such as DPA and CPA. In order to prevent
SCAs, the random frequency clock produced by the RFCG is
used as a clock signal to a DRBG module to obfuscate timing
and power side-channel leakages for cryptographic operations
as shown in Fig. 13(b).

B. Theoretical Model
Let W be the positive pulsewidth, which is a Gaussian

random variable; W ∼ N (μ, σ 2). During the pulsewidth,
the charged voltage in the capacitor, C1, in Fig. 14(a) is as
follows: VC(w) = V (1 − e−w/τ1) + VC(0), where V is the
positive peak voltage of the positive pulse, τ1 is an RC time
constant, and VC(0) is the initial voltage in C1. Since W is a
Gaussian random variable, VC(w) is the linear transformation,
such as V −V ·Y of a log-normally distributed random variable,
Y = e−W/τ1 with the parameter −μ/τ1 and σ 2/τ 2

1 [38].
Lemma 2: Let VC(ti − w) be the remaining voltage at the

following decay time. Given VC(w), VC(ti − w)/VC(w) is a
beta random variable with α = λ/τ2 and β = 1, where τ2 is
an RC time constant.

Fig. 16 shows the random variables included in a random
pulse. The charged voltage, VC(w) is reduced to VC(ti − w)
exponentially with a time constant, τ2. The voltage level,
VC(x), where w ≤ x ≤ ti − w controls the frequency of
the clock signal generated by the RFCG is as follows [36]:

fRFCG = 10 MHz · 10 K

RIN‖RSET

·
[

1 + VC(x) − V +

VRES

RSET

RSET + RIN

]
(5)
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Fig. 17. Setup for power side-channel measurements: SCR-QRNG, oscillo-
scope, and PC.

TABLE VIII

FREQUENCY RANGE AND CHANGING RATE

where V + is the power supply voltage of the VCO (=2.5 V),
VRES is 1.15 V, and RIN and RSET correspond to R7 and R3
in Fig. 14(a), respectively. In addition, the ratio of R7 to R3 is
related to the ratio of the maximum frequency to the minimum
frequency generated by the RFCG as follows. [36]:

R7

R3
= c

χ

χ − 1
− 1 (6)

where c = (V + − VC(MIN))/VRES = 2.16, χ =
( fRFCG(MAX)/ fRFCG(MIN)).

C. Setup of SCR-QRNG

Fig. 17 shows that the PCB of the RFCG is mounted on a
SAKURA-G board in which a CTR-DRBG is implemented.
Power side-channel leakages are measured by a Tektronix
MDO3102 oscilloscope, and power traces are sent to a PC for
SCAs through virtual instrument software architecture (VISA).
Random numbers generated by the SCR-QRNG are transmit-
ted to the PC for statistical and performance evaluation.

D. Side-Channel Leakage of SCR-QRNG

The clock frequency range and the changing rate of fre-
quencies depend on the ratio of R7 and R3 as mentioned
in Section IV. In addition, the ratio affects side-channel
resistance. There are three different configurations in terms
of the ratio of R7–R3; Config. 1—1.16 (R7:11.48 K�, R3:
9.9 K�), Config. 2—1.2 (R7:11.88 K�, R3: 9.9 K�), and
Config. 3—1.5 (R7:14.85 K�, R3: 9.9 K�). The possible
minimum ratio of R7–R3 is 1.16 by (6) which corresponds
to Config. 1. As the ratio is smaller, the available frequency
range and the changing rate of frequencies per encryption is
larger. Table VIII shows the mean, maximum, and minimum
of measured clock frequencies, the standard variation, and
the changing rate of frequencies per encryption of three
configurations.

In order to perform CPA attacks, 400 000 power traces
per configuration are collected during AES encryption with
the same key K 0. For comparison to noncountermeasure
AES implementation, 100 000 power traces of a reference AES
implementation with a 1.5-KHz clock signal are collected.
Fig. 18(a)–(c) shows 100 collected power traces of three

Fig. 18. Power traces of three different configured SCR-QRNGs. (a) Power
traces of SCR-QRNG Config. 1. (b) Power traces of SCR-QRNG Config. 2.
(c) Power traces of SCR-QRNG Config. 3.

different configurations during an AES encryption.13

Assuming that an adversary knows the Hamming distance
model of the target operations which is Addround_key
(plaintexti , K 0) ⊕ ciphertexti−1 in this article, most powerful
CPA attacks are performed. We define the oth success rate of
the SCA as Pr[k∗ ∈ {g1, g2, . . . , go}], where k∗ is the correct
subkey and g j is the j th highly probable candidate key for
j = 1, 2, . . . , 256. Since the secret key of AES-128 algorithm
consists of 16 subkeys, an average of 16 success rates is
estimated and we consider up to the second-order success
rate.14

We define MTD as the minimum number of power traces
with which the second-order success rate of the SCA is
greater than 0.9. MTD decides the reseeding period of the
DRBG, i.e., the reseeding period should be less than the
MTD. We assume that an adversary can do two preprocessing
of collected raw power traces. The first preprocessing is
to filter highly correlated power traces with average power
traces, called filtered power traces. The second preprocessing
is to align filtered power traces to the average power traces,
called aligned power traces. Fig. 19 shows success rates
of CPA attacks using various numbers of raw, filtered, and
aligned power traces when three different configured RFCGs
are working. The first SCR-QRNG with a 1.16 ratio has
the largest side-channel resistance based on the MTD even
though its average frequency is the lowest. In the case of
the third SCR-QRNG with a 1.5 ratio, both first and second
success rates using aligned and filtered traces are close to
those of the reference implementation as shown in Fig. 19(c).

E. Side-Channel Resistance and Throughput

There exists a tradeoff between side-channel resistance
and the average frequency of SCR-QRNGs. In other words,
as side-channel resistance of an SCR-QRNG is larger, its
average frequency is lower as shown in Table VIII. The low
frequency caused by high side-channel resistance may result
in low throughputs of the SCR-QRNGs. However, since the
MTD can be increased by enhancing the side-channel resis-
tance, the throughout can also be increased. Both side-channel
resistance and throughput of the SCR-QRNG are increased by
the RFCG while its average frequency is decreased, making
total power consumption lower.

Given a reseeding period, preseed(≤MTD), which is equal
to the MTD, the throughput is calculated as follows:

Throughput = 128 bits × MTD

Average seeding time + 11 clocks×MTD
faverage

(7)

13An encryption consumes 11 clock cycles including a cycle for an
Addround_key operation and ten cycles for ten-round iterations.

14If two highly probable candidates about each subkey are chosen correctly,
one of 216 possible combinations is the secret key.
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Fig. 19. Success rate of CPA attacks. (a) Success rates of SCR-QRNG Config. 1. (b) Success rates of SCR-QRNG Config. 2. (c) Success rates of SCR-QRNG
Config. 3.

TABLE IX

MTD, AVERAGE FREQUENCY, THROUGHPUT, AND

SCR-T SCORES OF THREE SCR-QRNGS

Algorithm 4 Random Encoding

where the average seeding time is 160 ms and faverage is the
average frequency of the RFCG. We define the SCR-T score
considering both side-channel resistance and throughput as
follows:

SCR−T = MTD × Throughput. (8)

Table IX shows the MTD, faverage, throughput, and SCR-T
score of three different configurations. Based on the SCR-T
score, the first SCR-QRNG with a 1.16-ratio configuration has
the best side-channel resistance and throughput.

VII. DEVICE AUTHENTICATION

As another application using the QEC, a device authen-
tication method is proposed in this section. Fig. 20 shows
the block diagram of device authentication. First, the device
generates a random pulse signal and sends it to the host (step 1:
generating random pulse in Fig. 20). Since a random pulse
signal generated by the QEC cannot be emulated by other
devices, it is used for a host (or server) to identify trust
devices in which the QEC is installed (step 2: randomness
test in Fig. 20 such as the tot test in Section V-B). The host

Fig. 20. Block diagram of device authentication.

determines the device as a genuine one if the received signal
has an exponential random characteristic.

The devices also need to check if the connected host is
authentic or not. For the authentication, the device sends a
fixed-length random sequence with a set of encrypted numbers
with a public key of the host for decoding the random sequence
to the host, which is called random encoding, corresponding
to steps 3, 4a, 4b, and 5 in Fig. 20. The host sends a decoded
sequence using decrypted numbers with a private key of the
host to the device (step 6 and 7 in Fig. 20). If the decoded
sequence is matched to the original sequence, the host is
authorized to communicate with the device (step 8 in Fig. 20).
An unauthorized host does not have the correct private key so
that it cannot decode the random code correctly.

Algorithm 4 shows the method of random encoding. A ran-
domly generated n-bit initial vector, IV, is stored in an n-bit
shift register, SR (line 4 in Algorithm 4 and step 3 in Fig. 20).
Until a rising edge of the next random pulse signal, a counter,
cnt, increases (line 10 and 11 in Algorithm 4, and step 4b
in Fig. 20) and the MSB of the shift register is sampled with
a frequency, fs (line 9 in Algorithm 4 and step 4a in Fig. 20).
When the random pulse increases, SR is left-shifted by a bit,
cnt is stored in an array, C[idx], and then reset (lines 13–16
in Algorithm 4). During Ds , by the above process, an m-bit
random sequence, S, is generated (lines 8–18 in Algorithm 4)
and the counting numbers, C[i ], are encrypted using RSA
algorithm with a public key of the host (line 19 in Algorithm 4
and step 5 in Fig. 20). Note that the ownership of the public
key is proven by a certificate authority (CA). For example,
we assume that the 4-bit initial vector is [1101]2, and the bit
length of a random sequence is 16. The first time interval
between two random pulses is three clocks, and the MSB
of S R, “1” is encoded to “111.” After shifting, the second time
interval is two clocks and “0” is encoded to “00.” “1” and “1”
are encoded to “111” and “11111111” by the third and fourth
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Fig. 21. Random encoding and MLE: I V 
= D̂. (a) Example of random
encoding. (b) Decoded sequence based on MLE.

time intervals, respectively. The 16-bit encoded sequence is
[1110011111111111]2 as shown in Fig. 21(a).

A. Attack Model

The trust host can obtain counting numbers, C[i ], by which
the random sequence is decoded straightforwardly. It is infea-
sible for an untrusted host to decode the random sequence
without counting numbers, C[i ]. We assume that the adver-
sary model is based on the maximum likelihood estimation
(MLE). The ne number of “1” (or “0”) can be decoded
in one of ne ways, i.e., “1” (or “0”), “11” (or “00”), … ,
and ‘1…1’︸ ︷︷ ︸

ne − 1

(or ‘0…0’︸ ︷︷ ︸
ne − 1

), which correspond to 0, 1, … , and

ne − 1 pulses generated by the QEC during ne clocks (or
ne/ fs time interval), respectively. The likelihood function
is defined as L(n; ne) = f (n) = (e−λne/ fs (λne/ fs)

n)/(n!),
where n = 0, 1, . . . , ne − 1, the number of pulses in an
ne/ fs interval is a Poisson random variable with parameter
λne/ fs . Based on the MLE, a guessing code of an adversary
is selected as follows: D̂ = [1 . . . 1︸ ︷︷ ︸

n̂

](or [0 . . . 0︸ ︷︷ ︸
n̂

]), where

n̂ = arg maxn∈{0,1,...,ne−1} L(n; ne). Fig. 21(b) shows that an
estimated sequence of S = [1110011111111111]2 is [11101]2
based on the MLE, which is not equal to I V = [1101]2.

In order to estimate the success rate of the MLE attacks,
we generate 1000 64-bit random sequences using Algorithm 4
and then perform the attacks. The success rate of the attack
is 0.

VIII. CONCLUSION

Using the radioactive isotope americium-241, we developed
a QEC which can be suitable for IoT devices, and be used as a
stand-alone solution or embedded solution. The true quantum
random entropy is used to generate the seed of the DRBG
and cryptographic random numbers with unpredictability in
both forward and backward directions are generated with high-
frequency rates until receiving the next quantum seed from
the QEC. Since it can also support the DRBG with side-
channel robustness using the random frequency modulation,
generated random numbers are side-channel-resistant as well
as fully compliant with the statistical tests of SP 800-22,
SP 800-90B, and AIS 31. Random frequency clocks and
random numbers generated by the SCR-QRNG can be used as
hiding and masking primitives for other side-channel-resistant
implementations. In addition, our QEC provides a solution for
device authentication.

In the future, the RFCG based on the QEC will be fabricated
using the 180-nm technology node and packaged with the
same size as our QEC chip. The RFCG IP will support random
frequency clocks as well as random pulses for side-channel-
resistant primitives as a stand-alone chip, which can be easily
combined with legacy modules or chips without side-channel
resistance.

An alternative method to increase the bit rate is to use
another radioactive isotope, such as tritium, generating a beta-
ray which is a fast energetic electron or positron. In this case,
more sensitive sensing is required to detect beta particles with
low-level energy. We will develop this method in the future.

APPENDIX

PROOF OF LEMMA 1

We assume that a counter starts at time t0. The probability
that the LSB of the counter is 0 is equal to the probability
that detection of an α particle occurs within [t0 + 2i T, t0 +
(2i + 1)T ], for i = 0, 1, . . . as follows:

Pr[V0 = 0] =
∫ t0+T

t0

λe−λt +
∫ t0+3T

t0+2T
λe−λt + · · ·

= e−λt0
(
1 − e−λT

)(
1 + e−2λT + e−4λT + · · · )

= e−λt0
(
1 − e−λT

) 1

1 + e−2λT
.

The probability that the LSB of the counter is 1 is equal to
the probability that detection of an α particle occurs within
[t0 + (2i + 1)T, t0 + (2i + 2)T ], for i = 0, 1, . . . as follows:

Pr[V0 = 1] =
∫ t0+2T

t0+T
λe−λt +

∫ t0+4T

t0+3T
λe−λt + · · ·

= e−λt0
(
1 − e−λT

)(
e−λT + e−3λT + · · · )

= e−λt0
(
1 − e−λT

) e−λT

1 + e−2λT
.

Thus, the ratio of Pr[V0 = 0] to Pr[V0 = 1] is

Pr[V0 = 0]

Pr[V0 = 1]
= 1

e−λ/ f

where f = 1/T .
In a similar manner, the ratio of Pr[Vi = 0] to Pr[Vi = 1]

about the i th bit is

1

e−λ2i / f
, for i = 0, 1, . . . , n − 1.
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