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Abstract—Physical unclonable function (PUF) is an important security primitive, which generates unique signatures as fingerprints for each chip. This article first presents a novel interconnect-based PUF (iPUF). The proposed iPUF utilizes the manufacturing process variability of interconnect lines to introduce crosstalk variations for generating PUF signatures. By leveraging the variations of passive interconnects, iPUF minimizes the usage of active CMOS components, providing an increased resiliency against environmental variations and aging. Initiated by a linear feedback shift register (LFSR), iPUF self-masking sequentially generates a 1-bit signature at each clock cycle, making it more efficient compared with ring-oscillator PUF. Second, two schemes for signature uniqueness enhancement of sequential PUFs are proposed. The self-masking scheme windows the sequential signature with an m-bit mask trained by the PUF’s own initial sequential signature. Meanwhile, the bit-filtering scheme screens the randomness of each bit within the sequential signature by exploiting several sub-iPUFs and selects the bits with high randomness. To verify the performance of iPUF, Monte Carlo simulations of 500 samples, with variations following the industrial data, are conducted in different operating corners. The uniqueness of the given sample set approaches 48.63% with a 10-bit mask. With ±10% supply voltage, 0 °C–100 °C temperature variations, as well as high as 96.09%, 99.06%, and 99.63%, respectively. For verification, 50 dies of iPUF chips are manufactured with a 55-nm technology node. Silicon results demonstrate that iPUF generates 1024-bit signatures with satisfied uniqueness (48.03%) while exhibiting good reliability (90.07%) under 120-mV voltage variations. Finally, iPUF’s robustness against various attacks is also proven.

Index Terms—Aging resistance, hardware security, interconnect, physical unclonable function (PUF), uniqueness improvement.

I. INTRODUCTION

PHYSICAL unclonable function (PUF) is an emerging circuit module for hardware security. PUFs exploit process variations during manufacture to generate unique signatures for each chip as identifications when challenges are applied during runtime [1], [2]. Thus, PUFs store no critical information in the memory offering no possibility to be stolen, replicated, or predicted. With such characteristics, PUFs are commonly implemented for low-cost authentication and key generation [3]–[6].

Over the years, researchers have proposed various CMOS and other emerging device-based PUF architectures. Among them, the arbiter PUF [2] exploits delay differences between two symmetrical standard-cell or interconnect-based paths. Arbiter PUF has a high challenge–response pair (CRP) space, making it a strong PUF. However, its response can be predicted (e.g., training the predicting machine using a small CRP set), as the path delay is linearly dependent on challenge [7]. Ring-oscillator PUF (RO-PUF) is another common delay-based architecture, which compares the frequency differences (caused by process variations) between a group of designwise identical ring oscillators [8]. RO-PUFs can also produce numerous CRPs but generally require more area, power, and time. In addition to the above-mentioned delay-based PUFs, researchers also leverage the minute unbalances within a given cross-coupled structure, such as those in an SRAM cell (SRAM PUFs [9]), or a cross-coupled latch (butterfly PUFs [10]). However, the CRP spaces of these PUFs are very limited (in many cases, only one) making them weak PUFs. Buskeeper PUF [11], which exploits the existing buskeeper cell, could be considered as a viable alternative to D-flip-flop PUFs. Although it requires a smaller cell size, additional addressing circuits are needed. In addition, voltage-comparator-based PUF [12] employs analog sense amplifier and comparator to magnify and judge the crosstalk voltage level of two neighboring victim lines and generates signature. However, the analog components require high design cost. Moreover, once the chip is manufactured, the output signature is fixed and CRP space is inferred by knowing only one CRP.

However, all the existing PUFs suffer from reliability issues (i.e., highly sensitive to environmental variations, such as temperature, power supply noise, and aging effects), uniqueness issues, security issues (e.g., vulnerable to modeling attacks), and cost issues.

A. Previous Work

Various enhancements have been proposed to improve the reliability, uniqueness, security, and cost of the existing PUFs, which include the following.

TABLE I
SUMMARY OF DIFFERENT PUF QUALITY ENHANCEMENT TECHNIQUES IN TERMS OF RELIABILITY, UNIQUENESS, SECURITY, AND COST

<table>
<thead>
<tr>
<th>Bit Selection</th>
<th>Aging Injection</th>
<th>Aging Resistant</th>
<th>TERO PUF</th>
<th>Non-Linear VTC</th>
<th>Buskeeper PUF</th>
</tr>
</thead>
<tbody>
<tr>
<td>[13] [14]</td>
<td>[15]</td>
<td>[16]</td>
<td>[17]</td>
<td>[18]</td>
<td></td>
</tr>
<tr>
<td>Reliability</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td></td>
</tr>
<tr>
<td>Uniqueness</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Security</td>
<td>Not Mentioned</td>
<td>Not Mentioned</td>
<td>Not Mentioned</td>
<td>Resistant to</td>
<td>Resistant to</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Electromagnetic Attack</td>
<td>Modeling Attack</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Reverse Engineering</td>
</tr>
<tr>
<td>Cost</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
</tr>
</tbody>
</table>

(1) ✓ indicates that the enhancement can increase the specific metric of PUFs’ performance;
(2) × indicates that the enhancement may deteriorate the specific metric of PUFs’ performance;
(3) ○ indicates that the enhancement may improve the specific metric of PUFs’ performance.

1) **Reliability Enhancement**: Enhanced bit selection takes spatial correlation of SRAM cells for SRAM-PUFs to rank the reliability of the bits [13], [14]. However, it is not applicable to common delay-based PUFs. Besides, aging injection [15] is performed to SRAM-PUFs in two phases to first achieve a targeted uniformity and then to improve the reliability. Hence, the PUF enrollment is a very slow process as one needs to consider the total aging time and profile for every PUF implementation. Furthermore, the aging injection is invisible to fab and should be completed by the IP owner, making it prohibitively expensive to the IP owner.

2) **Uniqueness Enhancement**: Postprocessing is implemented for transient effect ring-oscillator (TERO) PUF [17]. The mean value of transient fluctuations for each TERO loop is derived from a large number of measurements, and the neighboring mean TERO values are subtracted to obtain a relatively unique and reliable signature. Although this mean value is related to the characteristic of the chip, it can be significantly affected by aging, which is universal for all loops. Moreover, the repeating measurements of many elementary TEROS cause serious power and area overheads. In [20], enhanced challenge–response set is generated by measuring the exact differences between every possible pair of ROs with Euclidean distances as weighting factors. However, the required arithmetic units, such as the square root and the multiplier, are vulnerable to side-channel attack and require additional area and power.

3) **Security Enhancement**: In [18], a nonlinear voltage transfer function is instantiated to create a complex mapping between the input and output of each circuit block, which is hard to attack. However, the nonlinear voltage transfer function varies with aging, and the error is accumulated at each stage, leading to low PUF reliability.

4) **Cost Enhancement**: Buskeeper PUF [11] utilizes buskeeper cell, which is smaller than DFF cells. However, the enhancement is regarding DFF PUFs and requires additional addressing circuit.

From Table I, the enhancement techniques listed earlier help to increase the reliability, uniqueness, safety, and impacts the cost of PUFs. However, the operation phase requires long test time or area overhead. What is more, the arithmetic units of some enhancements are vulnerable to side-channel attack. Thus, new PUF designs with the following features are needed: 1) exhibit high reliability to temperature, voltage variations, and aging; 2) able to generate signatures with satisfied uniqueness; 3) offer high security and resistance to attacks; and 4) require low fabrication and test cost.

**B. Contributions and Article Organization**

In this article, an all-digital interconnect-based PUF (iPUF) that exploits the variation in the inherent crosstalk between the interconnects to produce signature is proposed. Then, two general schemes for improving the uniqueness of iPUF signature are proposed. The proposed iPUF with the uniqueness enhancement scheme has the following advantages.

1) iPUF has improved reliability comparing with active component-based PUFs (Arbiter, RO-PUF, and so on) by utilizing passive components (interconnects that can be modeled as resistors and capacitors). Hence, iPUF is resistant to the dominant aging phenomena in active components, such as bias temperature instability (BTI), hot carrier injection (HCI), and time-dependent dielectric breakdown (TDDB) [21]. Although the interconnects can suffer from electromigration (EM), the activation duration of the iPUF with respect to the system lifetime is very small, making the EM effect practically negligible [22].

2) The uniqueness of the sequential signatures generated by iPUF is satisfying with the proposed uniqueness enhancement circuit. The novel uniqueness enhancements, including self-masking and bit-filtering schemes, efficiently improve the uniqueness and can be applied to other sequential PUFs as well without loss of generality.

3) iPUF is resilient to modeling attacks. As the coupling variance is nondeterministic, and there are multiple parameters affecting crosstalk, the crosstalk scenario is...
practically infeasible to predict or clone. Besides, iPUF is proven to be resistant to several existing attacks.

4) The area and power overheads of iPUF are low with an extremely high signature generation rate (1-bit ID per clock cycle). Implemented with a \( K \)-stage linear feedback shift register (LFSR), it can generate signatures of an arbitrary length smaller than \( 2^K - 1 \) for a given challenge, and also, the interconnects of iPUF can be routed in any uncongested metal layers without occupying the active Si layer.

5) Fifty dies of iPUF are fabricated with a 55-nm technology node. The reliability and uniqueness of iPUF with uniqueness enhancement circuit are verified by silicon data.

The rest of this article is organized as follows. Section II demonstrates the architecture of the proposed iPUF in detail. Section III illustrates two general uniqueness enhancements, including self-masking and bit-filtering schemes. Then, the implementation flow is demonstrated in Section IV. Simulation results and silicon data are exhibited in Section V, including cost, uniqueness, and reliability. In Section VI, the potential attack models are demonstrated and how the iPUF is resistant to these models are explained. Finally, the concluding remarks are given in Section VII.

II. ARCHITECTURE OF iPUF

As shown in Fig. 1, the proposed PUF structure is composed of three major units: iPUF, uniqueness enhancement circuit, and control unit. The high-level operation of iPUF is as follows. A challenge is supplied as the seed of an LFSR, which generates a sequence of internal challenge vectors \( (C_v) \). \( C_v \) is transmitted along the parallelly routed aggressors consisting of \( \lambda - 2 \) interconnects. The crosstalk on the two victim interconnects depends on \( C_v \), as well as the process variations of interconnect network. With a proper setup, the signature generator can extract the variation of the crosstalk on victims to a digital signature of “0”/“1.” The uniqueness enhancement circuit further improves the uniqueness of the iPUF signature.

The detailed working principle of iPUF is described as follows. As shown in Fig. 2(a), it is composed of LFSR, interconnect network, and signature generator.

A. Linear Feedback Shift Register

The LFSR in iPUF takes an external challenge as a seed. When enabled, it generates a \( (\lambda - 2) \)-bit width internal challenge vector \( (C_v) \) at every clock cycle, where \( \lambda \) is the number of interconnects within the interconnect network. For simulation purpose, an LFSR with 23-bit seed and characteristic polynomial of \( F(x) = x^{23} + x^{22} + x^{21} + x^{20} + x^{19} + x^7 \) is considered. It should be noted that any LFSR capable of producing a \( (\lambda - 2) \)-bit pseudorandom number can be utilized for this purpose. Hence, the designer has a full control over the required challenge size and LFSR characteristic as opposed to arbiter/RO-PUF, of which the challenge length is determined by the delay stages or RO pairs. For modern IC, it is very common to have LFSR being already a part of it. Reusing the existing LFSR can significantly reduce area and power overheads, given that it is secure and protected from any physical or side-channel vulnerabilities.

B. Interconnect Network

The coupling variance between the interconnects is the foundation of iPUF. The interconnect network is designed to magnify the coupling variance, which is composed of \( \lambda \) identical interconnects routed in parallel as shown in Fig. 2(a). Among these \( \lambda \) interconnects, there are two victims (marked as darker lines), each of which has \( (\lambda - 2)/2 \) aggressors on both lateral sides. The two victims are driven by the clock. At the same time, \( C_v \)'s generated by LFSR are applied and transmitted through to the aggressors. To eliminate the capacitive load-induced bias in the generated crosstalk, the end nodes of the two victims are connected to the symmetrically designed signature generator, and the end nodes of the aggressors are connected to a buffer array with equal loads. As a result, the crosstalk only depends on \( C_v \) and the interconnect
process variations. A particular seed (i.e., external challenge) should produce unique crosstalk in the victim lines from chip to chip. As the coupling variance is nondeterministic, and there are parameters affecting crosstalk (such as bit flipping, rise/fall delay, charging/discharging leakage path, and so on), the crosstalk scenario is practically infeasible to predict or clone, making it extremely suitable for PUF application and resilient to modeling attacks. It should be noted that due to the shielding effect and attenuation of electromagnetic fields, the crosstalk on the victims caused by neighboring aggressors tends to be much larger than that caused by the further ones. As shown in Fig. 2(a), the closest two aggressors have a greater influence on the victim lines and, therefore, have higher probability to be the decisive factor for signature generation. To ensure that the interconnect physical variation is the prominent decisive factor, the iPUF is improved as shown in Fig. 2(b), where the neighboring aggressors of the two victims are connected for leveraging nondeterministic driving impacts.

In general, the construction of interconnect network follows two rules. First, the two victims within interconnect network are symmetrically neighbored by the same number of aggressor interconnects. Second, the two neighboring aggressor interconnects of the two victims should be fed with the same input challenge vectors. In this case, the process variations of interconnects have the major effects on the delay difference of the transitions along two victims. Then, a preliminary iPUF can be constructed with two victims and eight aggressors, as shown in Fig. 2(b).

C. Signature Generator

As stated previously, the crosstalk is unique from chip to chip under the given condition and, therefore, can be exploited to generate a digital PUF signature. As shown in Fig. 2, the signature generator based on NAND-based S/R-latch works as a fast–slow arbiter. If the rising edge of victim 1 in Fig. 2(a) arrives earlier, the obtained signature bit is “0” and vice versa. Furthermore, at every falling edge of the system clock cycle, the output is reset to “1” as per the S/R latching behavior. It ensures that there is no correlation between two successive output bits. As a result, the signature generator can generate 1 bit of nondeterministic digital signature at every clock cycle. With the K-stage LFSR, it can generate signatures of an arbitrary length smaller than $2^K − 1$ for a given challenge. Hence, iPUF gives the designer full control on the runtime based on the required key length.

D. Control Unit

The control unit shown in Fig. 1 is designed to control the activation of iPUF and enable uniqueness enhancement circuit. It does not have any qualitative effect on the iPUF output, rather initiating generation and capturing of the signature. The detailed design of this unit is not provided due to space limitation.

III. UNIQUENESS ENHANCEMENT CIRCUITS

As the switching probability of any deterministic aggressors is always lower than 50%; therefore, crosstalk cannot be initiated within the unswitched clock cycles, reflecting the uniqueness loss in the corresponding bits. Therefore, two uniqueness enhancement methods are proposed to improve the uniqueness of iPUF. The self-masking scheme windows the sequential signature with an m-bit mask, which is trained by the iPUF’s own initial sequential signature, as shown in Fig. 3. The bit-filtering scheme screens the randomness of each bit within the sequential signature by exploiting several sub-iPUFs and selects the bits with high randomness, as shown in Fig. 5. Both the aforementioned uniqueness enhancement circuits are applicable to sequential PUFs for uniqueness improvement without loss of generality.

A. Uniqueness Enhancement Based on Self-Masking

The Self-Masking Circuit is composed of the counter-based mask generator and the mask application circuit.

1) Counter-Based Mask Generator: During the enrollment phase, the control unit initiates the mask generation scheme. To generate the mask for each iPUF, an arbitrary seed (apart from the external challenge) is applied to the LFSR and a $2^m − 1$ bit long raw sequential signature is obtained. The total occurrences of “1/0” or “rising/falling edge” within the signature can be counted by a counter and is used as the m-bit mask.

2) Mask Application Circuit: It is comprised of n number of consecutively connected DFFs so that every m-bits of the raw sequential signature could be masked by the previously obtained m-bit mask. When iPUF is operating in-field, the control unit first loads the m-bit mask value from memory into the mask application circuit. Then, during the signature generation, the n-bit raw signature is stream XORed with the m-bit mask, as shown in Fig. 4. The n-bit masked signature serves as the final output with improved uniqueness. It should be noted that, as the masking is concurrent with signature
By adopting the stream rotating masking process, as shown, the self-masking scheme improves the uniqueness of iPUF as follows. Let there be \( p \)-bits of differences between two \( m \)-bit masks for two iPUFs, and there are \( q \)-bits of differences between two \( n \)-bit raw signatures. Then, there would be \( n - q \) number of the same bits between these two signatures. By adopting the stream rotating masking process, as shown in Fig. 4, \( \frac{p}{m} \times 100\% \) of raw signature bits would be affected. Among these affected bits, \( \frac{(n - q)}{n} \times 100\% \) would be flipped compared to the raw signatures, which increases the uniqueness. On the other hand, there would be \( \frac{q}{n} \times 100\% \) bits flipped to the same values; however, they were actually different in raw signatures (reducing the uniqueness). Thus, the overall uniqueness enhancement can be given by

\[
\Delta u = \frac{p}{m} \times \frac{n - q}{n} - \frac{p}{m} \times \frac{q}{n} = \frac{pm - 2pq}{mn} = \frac{p}{m} \left(1 - \frac{2q}{n}\right).
\]  

Therefore, the overall uniqueness is improved for cases with \( \frac{q}{n} < 0.5 \). This condition is satisfied by iPUF, of which the uniqueness of initial raw signature is lower than 50% (see Fig. 11, and the details are discussed in Section V-B). In addition, the lower the initial uniqueness \( \frac{q}{n} \) is, the more significant the improvement \( \left( \Delta u \right) \) would be. Also, it should be noted that an instable bit within \( m \)-bit mask can cause \( \frac{n}{m} \) final signature bit error rate (BER) due to the repeated mask application scheme. Therefore, it is suggested to store the mask value in nonvolatile memory or off-chip authentication server, instead of generating it at each iPUF activation. If stored off-chip, the mask value can be integrated into a hybrid/combined challenge, in a similar fashion to [23], where a portion of the hybrid challenge is used as the mask value. Note that storing the masked values does not exhibit any security vulnerability, as discussed in Section VI.

**B. Uniqueness Enhancement Based on Bit Filtering**

According to the crosstalk principle mentioned in Section II, the proposed iPUF is sensitive to challenge vectors, namely, the crosstalk difference caused by interconnect variation is drawn for some challenge vectors. This is clearly shown in Fig. 14(b). For some cases, the proportion of “1’s” for a specific bit generated by 500 iPUF samples is 0% and 100%. Therefore, these patterns contribute little to the uniqueness of the output signature. To increase the uniqueness of sequential PUF signature, another enhancement named Bit-Filtering is devised as shown in Fig. 5, which consists of threshold comparison circuit, counter, shift circuit, and XOR window.

1) **Threshold Comparison Circuit and Counter:** Threshold comparison circuit is applied to select signature bits with high randomness. In this method, \( k \) sub-iPUFs are implemented in a single chip. The outputs of \( k \) sub-iPUFs are connected to threshold comparison circuit. The threshold comparison circuit determines if the relevant signature bits of all sub-iPUFs are with high randomness by counting the number of “1.” This can be easily achieved with logical circuits. If the number of “1” is within the threshold range, the threshold comparison circuit generates shift enable signal. The Counter is applied to control the operating duration of threshold comparison circuit.

2) **Shift Circuit and XOR Window:** Shift Circuit is used to store the filtered signature. The output of \( k \) sub-iPUFs are XORed and connected to the input of shift circuit. When the threshold comparison circuit detects signature bits with high randomness, the shift circuit is activated by shift enable signal and shifts the corresponding signature by one bit. Finally, the first eligible \( 2n \) bits of filtered signature are stored in shift circuit. Then, to further increase the uniqueness, every two bits of the \( 2n \) bits signature are XORed by the XOR window, and \( n \)-bit filtered signature is generated.

3) **Principle of Bit-Filtering Scheme:** As shown in Fig. 6, for noneffective input patterns, it is more likely for sub-iPUFs of a single chip to generate more “1’s” or “0’s.” Therefore, if the number of 1 is less or more than a threshold, the specific bit can be discarded as the cases in the dotted rectangle. In Fig. 6, the threshold is 3; namely, if the number of “1” is greater than or equaling to 3, this bit is discarded. Otherwise, this bit of signature is kept. This works as on-chip Bit-Filtering function. With an appropriate threshold, when a specific bit is evenly distributed with “0” or “1,” this bit can be selected as the output signature as the case in the solid rectangle. The bit-filtering scheme improves the uniqueness of iPUF as follows. If the specific signature bits are all “0”/“1,” it is more likely for iPUFs of other chips generating “0”/“1” at the same bit. The uniqueness of this bit is zero. If there are \( p \) bits with the same value (“0”/“1”) and \( n \) bits with different values, the uniqueness before and after bit-filtering scheme can be
calculated respectively, by

\[ u_0 = \sum_{i=1}^{n} HD_i | HD_i \neq 0 \]  \hspace{1cm} (2)  
\[ u_{0,\text{filtered}} = \sum_{i=1}^{n} HD_i | HD_i = 0 \]  \hspace{1cm} (3)  

where \( HD_i \) is the average Hamming distance (HD) of bit \( i \) among all chips, and the enhanced uniqueness can be calculated by

\[ \Delta u_{\text{filtered}} = \frac{u_{0,\text{filtered}} - u_0}{u_0} = \frac{p}{n} \]  \hspace{1cm} (4)  

If the portion of noneffective bits (\( p \)) is 0.2, the uniqueness improvement would be 0.25.

**IV. IMPLEMENTATION FLOW OF iPUF AND UNIQUENESS ENHANCEMENT CIRCUIT**

The implementation flow of iPUF with uniqueness enhancement circuit is shown in Fig. 7. We used Design Compiler [24] and Encounter [25] for the design and implementation of iPUF. Since the circuits are all-digital, the implementation and measurement flow can be easily integrated into current industrial design and test flow. The iPUF-based enrollment can be performed during functional or test phases. The details of the flow are given in the following.

- **Step 1** (iPUF, Self-Masking or Bit-Filtering Circuit, and General Circuit Synthesis): The iPUF, Self-Masking or Bit-Filtering Circuit, and General Circuit Synthesis should be separately synthesized with circuit design. The iPUF synthesis, the standard cells with the same load should be implemented, especially for signature generator. The synthesis of Self-Masking or Bit-Filtering Circuit is not under strict constraints, but the name of input cell should be recorded for placement and routing. There are no strict constraints for general circuit design.

**V. EXPERIMENTAL RESULTS**

In the experiment, Self-Masking Circuit is applied to iPUF for its smaller area overhead. To validate iPUF with Self-Masking Circuit, Monte Carlo simulations of 500 samples are performed in a 28-/32-nm technology node [29] to mimic manufacturing process variations. The design is integrated into several benchmark circuits from Gaisler [30], ITC99 [31], and OpenSPARCT2 [32], as shown in Fig. 8. The design is synthesized with a 125-MHz functional clock. Parameters used for Monte Carlo simulation are given in Table II. The signature generator is implemented with NAND2X4_LVT. During simulation, the same challenge set is applied to the LFSR of all 500 iPUF samples at 25 °C with 1.05-V supply voltage to produce a raw sequential signature of 1024-bit. Then, two uniqueness enhancements with different options are applied to the raw sequential signatures. Finally, iPUF is fabricated with a 55-nm technology. The package of taped-out
iPUF chip is shown in Fig. 9(a). The schematic of iPUF by a microscope is shown in Fig. 9(b) under a scaling factor of 50, and the experimental setup of taped-out iPUF chips is shown in Fig. 10. Silicon data verify the reliability and uniqueness of iPUF, which is demonstrated in Section V-E.

### A. Area Overhead

As shown in Fig. 1, the interconnect of iPUF can be routed in the upper metal layers that are uncongested and do not impact the active silicon area. Hence, the area overhead mainly comes from the LFSR and the Self-Masking Circuit. Table III lists the area overhead for five benchmarks with the active components, such as the 23-bit LFSR and a 10-bit mask application circuit. As seen, the area overhead is limited within 0.08%–1.86%.

### TABLE III

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>h19</th>
<th>FGU</th>
<th>LeanSt</th>
<th>s55932</th>
<th>VGA-LCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area Overhead (%)</td>
<td>0.19</td>
<td>0.08</td>
<td>0.15</td>
<td>1.86</td>
<td>0.16</td>
</tr>
</tbody>
</table>

The uniqueness of iPUF is calculated by the average HD among responses generated from all iPUF samples when the same challenge set is applied [33]. As shown in Fig. 11, the uniqueness of the raw sequential signature (without uniqueness enhancement circuit) is only 20.62%, whereas the uniqueness of the masked signature is improved to 48.63% (ideal = 50%). Meanwhile, the average HD of mask is 49.74%, which is regarded as the source of entropy. The results demonstrate that the Self-Masking Circuit significantly increases the uniqueness of the final output of iPUFs.

To test the effectiveness of self-masking scheme when applied to sequential signatures with different lengths, the Masks are generated by sequential signatures with different lengths ranging from 31 to 1023, and correspondingly, the lengths of Masks range from 5 to 10. The uniqueness of masked signature is shown in Table IV. The third column represents the signature length used to generate a Mask and also the length of masked signature. The fifth column indicates the uniqueness of masked signatures when Masks of different lengths are applied to sequential signatures of different lengths. The results demonstrate that the self-masking scheme increases iPUFs’ uniqueness to satisfied values around 50% for Masks’ length ranging from 7 to 10.

The bit-filtering scheme is also applied to the sequential signatures of 500 iPUF samples, and several simulation options are listed in Table V. The bit-filtering scheme improves the overall uniqueness. However, the HD is not centrally distributed around 50% as plotted in Fig. 12, of which five sub-iPUFs are implemented in each chip with threshold equaling to

### B. Uniqueness Analysis

The uniqueness of iPUF is calculated by the average HD among responses generated from all iPUF samples when the same challenge set is applied [33]. As shown in Fig. 11, the uniqueness of the raw sequential signature (without uniqueness enhancement circuit) is only 20.62%, whereas the uniqueness of the masked signature is improved to 48.63% (ideal = 50%). Meanwhile, the average HD of mask is 49.74%, which is regarded as the source of entropy. The results demonstrate that the Self-Masking Circuit significantly increases the uniqueness of the final output of iPUFs.

To test the effectiveness of self-masking scheme when applied to sequential signatures with different lengths, the Masks are generated by sequential signatures with different lengths ranging from 31 to 1023, and correspondingly, the lengths of Masks range from 5 to 10. The uniqueness of masked signature is shown in Table IV. The third column represents the signature length used to generate a Mask and also the length of masked signature. The fifth column indicates the uniqueness of masked signatures when Masks of different lengths are applied to sequential signatures of different lengths. The results demonstrate that the self-masking scheme increases iPUFs’ uniqueness to satisfied values around 50% for Masks’ length ranging from 7 to 10.

The bit-filtering scheme is also applied to the sequential signatures of 500 iPUF samples, and several simulation options are listed in Table V. The bit-filtering scheme improves the overall uniqueness. However, the HD is not centrally distributed around 50% as plotted in Fig. 12, of which five sub-iPUFs are implemented in each chip with threshold equaling to

### TABLE IV

<table>
<thead>
<tr>
<th>Mask Length</th>
<th>No. of Masking Operation</th>
<th>Length of Masked Signature</th>
<th>Uniqueness of Mask %</th>
<th>Uniqueness of Masked Signature %</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-bit</td>
<td>103</td>
<td>1024</td>
<td>48.63</td>
<td>48.63</td>
</tr>
<tr>
<td>9-bit</td>
<td>57</td>
<td>512</td>
<td>48.67</td>
<td>48.63</td>
</tr>
<tr>
<td>8-bit</td>
<td>32</td>
<td>256</td>
<td>48.75</td>
<td>48.65</td>
</tr>
<tr>
<td>7-bit</td>
<td>19</td>
<td>128</td>
<td>48.53</td>
<td>48.01</td>
</tr>
<tr>
<td>6-bit</td>
<td>11</td>
<td>64</td>
<td>47.40</td>
<td>48.04</td>
</tr>
<tr>
<td>5-bit</td>
<td>7</td>
<td>32</td>
<td>46.25</td>
<td>47.82</td>
</tr>
</tbody>
</table>
TABLE V
UNIQUENESS OF FILTERED SIGNATURE WITH A DIFFERENT NUMBER OF
SUB-PUFs AND THRESHOLD OPTIONS

<table>
<thead>
<tr>
<th>No. of sub-iPUF</th>
<th>Threshold</th>
<th>Length of Filtered Signature</th>
<th>Uniqueness %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2</td>
<td>128</td>
<td>46.96</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>128</td>
<td>50.08</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>128</td>
<td>49.65</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>128</td>
<td>48.31</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>128</td>
<td>49.42</td>
</tr>
</tbody>
</table>

Fig. 12. HD distribution for bit-filtering scheme. Five sub-iPUFs are implemented in each chip with threshold equaling to 5.

5. Instead, there exist around 200 pairs of signatures with minimum or maximum HDs.

To further improve the uniqueness, every two bits of each filtered signature are XORed by XOR window. The HD distribution of filtered signature with and without XOR window is shown in Fig. 13 for different numbers of sub-iPUFs. As shown in Fig. 13(f), the uniqueness of XORed signature is centered around 50% with five sub-iPUFs and 2-bit XOR Window.

C. Uniformity Analysis

Uniformity represents the bias of a generated signature by calculating the proportion of “1.” The ideal uniformity is 50%, indicating an equal “0/1” probability. However, any bias in the “0/1” probability reduces the uniformity and makes the PUF output vulnerable to modeling attacks. The average uniformity of the raw sequential signatures and masked signatures is 56.17% and 48.53%, as shown in Fig. 14(a) and (c), respectively. The results show that the Self-Masking Circuit improves the uniformity. Meanwhile, the bit aliasing of raw sequential signatures and masked signatures is plotted in Fig. 14(b) and (d), respectively. Note that the Self-Making Scheme reduces bit aliasing of the iPUF signature as well.

D. Reliability Analysis

The reliability of iPUF is analyzed under runtime environmental variations, such as temperature and power supply variation, as well as aging. The signatures of 500 iPUF samples are collected with temperature varying from 0 °C to 100 °C and supply voltage ranging within 1.05 V±10%, where the nominal operating condition is 1.05-V supply voltage at 25 °C. Fig. 15 shows the average reliability, measured in terms of BER. As seen, the average worst case BER caused by voltage and temperature variation is 3.91% and 0.94%, respectively. The results demonstrate that by maximizing passive components (i.e., interconnect) usage, iPUF’s reliability is satisfying. Fig. 16 shows the distribution of HD between the signatures generated after one year of aging considering 24 h of unaccelerated reliability burn-in. The average intrachip HD for all 500 iPUF samples is 0.36%. The results show that with short burn-in, the aging reliability of iPUF is satisfying.

The reliability of iPUF under voltage/temperature variations and aging with variable signature sizes is compared with the related approaches in Table VI. As shown in Table VI, the reliability of iPUF is not affected by signature size, as the unreliable signature bits are randomly distributed among all the signature bits. In addition, iPUF shows better reliability than nonlinear VTC PUF [18], TERO PUF [17], and Buskeeper PUF [11].

E. Silicon Results

The taped-out 50 iPUF chips are tested under the normal condition with 1.2-V supply and 25 °C. Each chip is
TABLE VI
RELIABILITY OF iPUF AND THE EXISTING APPROACHES WITH VARIABLE SIGNATURE SIZES

<table>
<thead>
<tr>
<th>Signature Size (bits)</th>
<th>Vol. Variations (1.05V ± 10%)</th>
<th>Temp. Variations (0-100°C)</th>
<th>After Aging (1-year)</th>
<th>Vol. Variations (± 10%)</th>
<th>Temp. Variations (0-85°C)</th>
<th>After Aging</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>96.06</td>
<td>99.22</td>
<td>99.72</td>
<td>96 [18]</td>
<td>96 (0-75°C) [18]</td>
<td>NA</td>
</tr>
<tr>
<td>128</td>
<td>95.47</td>
<td>98.89</td>
<td>99.63</td>
<td>96.91 [16] (± 20%)</td>
<td>99.27 (0-100°C) [16]</td>
<td>98.42 (2.5-year) [16]</td>
</tr>
<tr>
<td>256</td>
<td>95.66</td>
<td>98.94</td>
<td>99.61</td>
<td>97.53 (256-bit, Normal Condition) [17]</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 14. Uniformity and bit aliasing for the raw sequential signatures before masking and masked signatures. (a) Uniformity of raw sequential signatures before masking, $\mu = 56.17\%$. (b) Bit aliasing of raw sequential signatures, $\mu = 56.17\%$. (c) Uniformity of masked signatures, $\mu = 48.53\%$. (d) Bit aliasing of masked signatures, $\mu = 48.53\%$.

Fig. 15. Reliability of iPUF under temperature and voltage fluctuations. The average worst case reliability for all 500 iPUF samples is 96.09% and 99.06% under voltage and temperature variation, respectively.

implemented with six iPUFs, and self-masking schemes is applied to the raw sequential signatures. During each test, iPUF chips generate raw sequential signatures of 1024 bits. The uniqueness of raw sequential signatures is 39.01%. Due to process variations of NAND devices and clock skew, iPUF tends to generate signatures with more “1’s” or “0’s”.

Thus, the HD of raw sequential signatures distributes around 0% and 100%, as shown in Fig. 17. Then, by applying self-masking schemes, the uniqueness of masked signatures is centered around 35.33%. To further increase the uniqueness of masked signatures, the masks of each iPUF are shifted by a certain number of bits, which is decided by the sum of “1’s” within each mask. Then, the masked signatures are iteratively masked with the shifted masks. The distribution of HDs for Iterated masked signatures is also shown in Fig. 17, with uniqueness increased to 48.03%.

Fig. 17. HD distribution of the Raw sequential signatures, masked signatures, and Iterated masked signatures from the taped-out iPUF chips. The uniqueness increases from 39.01% to 48.03% with the iterated self-masking scheme.

Then, the taped-out iPUF chips are tested under environmental variations with supply voltage ranging within 1.2 V ± 60 mV. The reliability under voltage variations is within 90.07%–97.31%, as shown in Fig. 18.
F. Scalability Analysis for New Technologies

The proposed iPUF structure is scalable for new technologies, provided that two prerequisites are satisfied (i.e., enough crosstalk between the neighboring interconnects and enough process variations of interconnect). First, assume that an interconnect network is composed of three parallel routed wires, where the wires are driven independently and simultaneously. The propagation delay of the middle wire (i.e., victim interconnect) is decided by the transitions on the neighboring two wires and can be approximated by

\[ t_{p, \text{victim}} = g C_W (0.38 R_W + 0.69 R_D) \]  

where \( C_W \) and \( R_W \) are the capacitance and inductance of the victim interconnect and \( g \) is the factor of crosstalk effect [34]. \( g \) is a function of the ratio \( r = c_i / c_w \) and the transitions on the neighboring two aggressors, where \( c_i \) and \( c_w \) are the coupling capacitance and capacitance to ground of the wire per unit length. For different transitions, \( g \) ranges from 1 to \( 1 + 4r \). Given a scaling factor \( S \) of interconnect width, height, and substrate thickness, the ratio \( r \) with minimum coupling capacitance \( c_i \) (no fringe capacitance) can be obtained by

\[ r = \frac{c_i}{c_w} \propto \frac{H}{\text{Space}} / \frac{W}{t} = \frac{1}{S \cdot \text{Space}}. \]  

If the minimum space between two interconnects is also scaled at a factor of \( S \), then the scaling of technology has no impact on the factor of crosstalk effect. Hence, there will still be enough crosstalk between the neighboring interconnects.

Second, for advanced technology, the process variations of interconnects remain. The process variations of interconnect dimensions come from several main processes during fabrication, including photolithography, metalization, rapid thermal process (RTP), and chemical mechanical polishing (CMP) [35]. These manufacture steps result in the variations on wire height, 10% effective linewidth, and line-edge roughness even for the advance deep UV photolithography [36]. These variations on wire dimensions can cause great differences in the coupling capacitance and inductance among the interconnect, which contributes to the uniqueness of the signatures generated by iPUF.

VI. SECURITY ANALYSIS

IP-/IC-based mobile and embedded devices perform massive tasks in all aspects of our lives. Many of these tasks should be performed through authenticated devices to prevent malicious control, and the private information transmitted during the tasks should be securely protected with encryption. PUFs are a promising hardware primitive applicable for the above-mentioned scenarios. Hence, the security of IPs/ICs in terms of low-cost authentication and key generation is dependent on the security of PUFs.

There are several purposes for an adversary to attack on iPUF and other PUFs. For example, attackers can simply cause the PUF to fail by deteriorating the reliability of it. In addition, during devices authentication, attacker wants to be authenticated without the possession of the legal devices. Furthermore, attacker may want to steal the secure information encrypted by the keys generated by PUFs. The attack models can be even more different for varied purposes and PUFs. Several existing attacks targeting at PUF signature are analyzed as follows.

1) Modeling Attack: Machine learning (ML)-based modeling attack is currently one of the most effective attacks for strong PUFs [3], [23], [44], [45]. It is assumed that during the attack, a subset of CRPs generated by strong PUF is available to attackers through both physical access periods and simple protocol eavesdropping [44]. Modeling attack is generally carried out in three steps: 1) attacker collects a CRP set of a specific PUF; 2) attacker uses the CRP set to train the predictive model and calculate the hyperplane; and 3) attacker applies new challenges and uses the predictive model for the specific PUF to obtain the complete PUF CRPs [44]. The effectiveness of modeling attack is based on a critical fact that similar challenges tend to generate similar responses, i.e., delay variations among delay blocks are independent and the final response can be linearly model based on the input challenges. Thus, arbiter PUF, the delay of which is a linear function of the signature, is vulnerable to ML-based modeling attack. During the attack, the delay difference of two paths within an arbiter PUF can be modeled as the sum of the delay difference in each stage [41]. Then, by obtaining a certain number of CRPs, the separating hyperplane between all challenges and responses is determined. The prediction
rate reaches up to 95% for a 64-stage arbiter PUF given 64 CRPs [41]. However, as stated before, the iPUF depends on nonlinear components such as variations in coupling capacitors with complex dependence among associated parameters making it inherently resilient to the modeling attack. To verify the robustness of iPUF under modeling attack, 23 one-hot challenges are applied, as shown in Fig. 19(a). According to Fig. 19(b), the average HD of the 23 responses is 30.54%, indicating that iPUF is capable of yielding significantly diverged signatures for similar challenges, which introduces significant difficulty for modeling attack. In addition, the HD of the responses generated by 23 one-hot challenges is 19.34%, 25.30%, and 27.10% for 64-, 128-, and 256-bit signature sizes, respectively. The security of iPUF against ML-based modeling attack is satisfied with variable signature sizes.

### Fault Injection Modeling Attack
During fault injection modeling attack, attacker intentionally applies environmental variations to identify reliable CRP set and shrinks the dimension of CRP space to facilitate modeling attack [38]. Hence, it is applicable to arbiter PUF and RO-PUFs, of which challenges are already reduced for reliability improvement. For RO-PUF, the frequencies of different ROs are compared to generate each signature bit. Attacker can infer the signature by sorting the ROs’ frequency with a certain number of CRPs [41]. Furthermore, the fault injection attack can be applied to shrink the dimension of CRPs to accelerate the modeling attack [39]. The modeling speed is improved by 2.4 times with the largest environmental variations [39]. Based on the fact that some SRAM bits are influenced by the written data if the power-OFF time is short, fault injection can be performed by controlling the power-OFF time between the writing and querying processes of SRAM. With this method, the SRAM-PUF response of 216-bit can be recovered by using the algorithm at most $2^{64}$ [42]. However, for iPUF with satisfying reliability, there is no need to distinguish the reliable challenge and response bits from unstable ones. Thus, environmental variations cannot be used to shrink CRP space for iPUF. Again, the difficulty of modeling attack cannot be reduced by fault injection for iPUF.

### Memory Attack
Although the mask is stored in memory, even if the mask is stolen [46], [47], attacker only knows how many logic one values are there in the specific raw sequential signature used during the mask training phase, and the probability of guessing another raw sequential signature using brute force is still $1/2^n$, where $n$ is the signature length. The time effort of guessing a sequential signature with signature size larger than 64-bit is enormous. Besides, an attacker may use mask value to obtain the raw sequential signatures variations to identify reliable CRP set and shrinks the dimension of CRP space to facilitate modeling attack [38]. Hence, it is applicable to arbiter PUF and RO-PUFs, of which challenges are already reduced for reliability improvement. For RO-PUF, the frequencies of different ROs are compared to generate each signature bit. Attacker can infer the signature by sorting the ROs’ frequency with a certain number of CRPs [41]. Furthermore, the fault injection attack can be applied to shrink the dimension of CRPs to accelerate the modeling attack [39]. The modeling speed is improved by 2.4 times with the largest environmental variations [39]. Based on the fact that some SRAM bits are influenced by the written data if the power-OFF time is short, fault injection can be performed by controlling the power-OFF time between the writing and querying processes of SRAM. With this method, the SRAM-PUF response of 216-bit can be recovered by using the algorithm at most $2^{64}$ [42]. However, for iPUF with satisfying reliability, there is no need to distinguish the reliable challenge and response bits from unstable ones. Thus, environmental variations cannot be used to shrink CRP space for iPUF. Again, the difficulty of modeling attack cannot be reduced by fault injection for iPUF.
before masking. However, for the same iPUF, as the mask is consistent, the average HD of the raw sequential signatures before masking and masked signatures is the same. Therefore, removing mask does not reduce the modeling attack difficulty.

4) Deterministic Attack: In the deterministic attack, attacker (i.e., fab) controls the process parameter to bias the output signature. For example, attacker chooses different cells for NAND1 and NAND2 in signature generator (see Fig. 2) to bias iPUF signature. A simulation is conducted, in which NAND1 and NAND2 are synthesized with NAND2X1_RVT and NAND2X2_LVT, respectively, for all 500 iPUF samples. According to the simulation results, the uniqueness of the raw sequential signatures before masking under attack is 15.95%. However, with the help of Self-Masking Circuit, the uniqueness of 1024-bit masked signatures is recovered to 46.93%. In addition, the uniqueness of iPUF is improved to 45.73%, 46.21%, and 46.58% for 64-, 128-, and 256-bit masked signatures, respectively. The results demonstrate that iPUF’s signature with variable sizes is slightly biased by deterministic attack without security loss.

5) Side-Channel Attack: Side-channel attack is an effective way to gain the implementation information of a cryptosystem and can be combined with ML modeling attack to address the issue of computational complexity [43]. Side-channel attack can be performed by extracting varied power profile caused by the internal operation. Butterfly PUF, which is composed of two cross-coupled latches, is vulnerable to side-channel attack. After releasing the excite signal, two latches turn to “1” or “0.” Similar to the latch-based arbiter [48], the latch-based butterfly PUF requires more power when generating signature “1” than “0.” Hence, with the power side-channel attack, the current track and power consumption below each current trace can be collected [43]. Furthermore, based on the extra power consumption of each response, the portion of “1” can be deduced, which significantly improves the probability of guessing it. As for iPUF, due to the symmetrical structure of signature generator [see Fig. 2(a)], the two NAND gates generate the same switch pattern at every clock cycle. Specifically, at the rising edge of system clock, there is always one of the NAND gates switches from “1” to “0,” while the other one statically holds “1.” Thus, the power supply is identically impacted no matter the generated signature is “0” or “1.” The correlation between 1024-bit sequential signature and 1024 power traces at one of the nearest power supply during 1024 clock cycles is 0.067, of which the sampling window is 2 ns. In addition, the correlation between sequential signature and power traces is 0.172, 0.126, and 0.097 for 64-, 128-, and 256-bit signature sizes, respectively. The results indicate a weak correlation and demonstrate that signatures of iPUF with variable sizes are resistant to side-channel attack. Although the LFSR within iPUF may be vulnerable to side-channel attacks, it leaks no information about the mapping between challenges and signatures. As the signature generated by iPUF depends on the variations of coupling capacitance and inductance with complex dependence among associated parameters, the attacker further needs the initial signatures to find out the relationship between challenge vectors and each signature bit. However, the signatures of iPUF are resistant to side-channel attack. The architecture of iPUF is proven to be capable of preventing the signatures from being attacked, and these capabilities are not weakened by reducing the signature size. However, due to the reduced cost of exhaustive method, the security of iPUF may be lowered with shorter signatures.

VII. CONCLUSION

In this article, a novel iPUF is proposed to overcome the drawbacks of traditional PUF design. The minimized implementation of active components makes iPUF reliable to voltage and temperature fluctuations and also resilient to aging. By introducing LFSR, the iPUF is capable of generating signatures with arbitrary length. Besides, two uniqueness enhancement schemes for sequential PUFs are proposed and applied to iPUF. Although the uniqueness enhancement schemes require extra memory, area, and power resources, it has no impact on the reliability and security of iPUF. The uniqueness of iPUF signatures is satisfying with the help of uniqueness enhancement circuit. The proposed iPUF structure has been verified on benchmarks from Gaisler, ISCAS, and OpenSPARCT2 with a 28-/32-nm technology and taped-out with a 55-nm technology. Silicon data verify the uniqueness and reliability performance of iPUF. Moreover, the proposed iPUF is resistant to potential PUF attacks.
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