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Abstract
With the advancement of ubiquitous computing under the hood of Internet of Things (IoT) and Cyber-Physical Systems
(CPS), the number of connected devices is expected to grow exponentially in the following decade. Pervasive sensing is the
backbone of any IoT/CPS application. Billions of connected devices each having multiple sensors will lead us to the age of
trillion sensors. Widespread use of sensors in critical applications (e.g., smart grid, agricultural industry, food production,
etc.) will present us with unique challenges. Identifying the threats well before they occur will be the key in the race against
the threats posed by the adversaries in the age of trillion sensors (TSensors). In this paper, we present a detailed survey of
the trends toward trillion sensors, and their applicability in recent connected applications. We identify several key areas, that
need to be addressed to build a secure connected environment. There are several challenges and limitations as well which
are expected to rise in the coming decade. We must be proactive in addressing those challenges to make a safe and secure
environment.

Keywords Trillion sensors · Internet of things (IoT) · Supply chain · Physically unclonable functions (PUFs) · Encryption ·
Authentication

1 Introduction

1.1 Trillion Sensors (TSensors) Vision

The recent growth of IoT/CPS applications is leading us
to the age of trillion sensors where trillions of sensors,
which are spread geographically, will produce real time
data for further analysis and decision making. Through
real time data analytics, processes can be monitored
for fault detection and diagnosis, control decisions can
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be made, excess resources in one area can be shared
with another, and thus resource management can be
optimized. Through proper resource sharing, global issues
like shortage of sustainable energy, scarcity of clean water,
lack of food, etc. can be combated effectively. Peter
H. Diamandis et al. projected a need for 45 trillions
networked sensors to solve many such global issues in just
one generation (20 years) [31]. Environmental pollution
monitoring, personal health monitoring, energy harvesting,
food delivery, global disasters, and aging infrastructure
monitoring—these are some of the business opportunities
where trillions of sensors might be required. Smart sensing
technologies enabled by embedded microprocessors and
communication modules can be the key in such large-scale
monitoring and control systems [81].

The introduction of smart phones revolutionized the
sensor industry. In the period 2007–2014, the mobile
sensor market experienced an exponential growth of nearly
200% which was not envisioned by any market research
organization [24]. With virtual reality and internet of things
expected to become ubiquitous in the coming decade, a
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similar growth is expected to sustain in the following
decade as well. Historically, sensor development is a lengthy
process. In spite of that, the global MEMS/NEMS industry
was able to meet the demand for large volume of sensors in
the smart-phone industry because the associated technology
was already there and the types of sensors used in the
smart-phone devices were limited. In this period, we have
observed the rise of demand for microphones, acceleration
sensors, magnetic sensors and gyroscopes from a mere 10
million units in 2007 to 10 billions in 2014 [25]. Modern
smart-phone devices also adopted pressure, IR, humidity,
temperature, light, and proximity sensors to support new
applications. But, in the era of IoT and pervasive sensing,
we will require large volume of application specific sensors
which have to be developed in a tight schedule. Power
consumption, accuracy, cost, and security will dominate the
sensor development for different applications.

Currently, a typical smart-phone device uses around 15
sensors, a modern car uses approximately 200 sensors, a
smart-home system uses around 100 sensors [25]. With
the advancement in mHealth or eHealth technologies,
number of wearable medical sensors (WMS) is on the rise.
Presently, in the developed world, a person typically uses
ten wearable sensors (basically WMS) [25]. For such day
to day applications, cost will be the key factor for sensor
development. Low-cost sensors will help these applications
to spread more quickly among all market segments. The
development of Industrial IoT (IIoT) by companies like GE
to increase production efficiency, improve execution, and
optimize their respective business through advanced real-
time data analytics will increase the demand for sensors
to monitor industrial processes and machines which will
push the demand for application specific sensors further
[13]. Following the aerospace industry, there is a trend
in developing digital twins for expensive/critical industrial
process/machines (like a digital twin for a power plant)
which also requires large-scale real-time data collection and
analysis and hence will increase the demand for various
types of sensors [79]. In these industrial applications,

accuracy of data is a key factor. In applications like CeNSE

of HP, where sensors will be placed in large geographical
area, power consumption is a factor in choosing the right
sensor technology [48].

According to Ericsson Mobility Report, 2016, IoT
sensors and devices are going to takeover as the largest
source of connected devices by 2018, growing at a 23%
compound annual growth rate from 2015 to 2021 [69]. HP
introduced Central Nervous System for the Earth (CeNSE)
which is based on detectors and actuators, expected to
reach trillion units by 2018 [48]. GE has shown a plan
for 10 trillion pollution monitoring printed sensors for
2025 while Texas Instruments projected 13 trillions Internet
connected devices by 2025 expecting sensors/MEMS to be
the enabling technology [24]. Cisco delivered a forecast of 1
trillion networked sensors by 2020 whereas Bosch presented
a vision of 7 trillions sensors by 2017 [24]. Intel introduced
sensors for context aware computing and such systems are
expected to absorb a trillions sensors by 2020-2022 [24].
Harbor Research considers smart systems to be the biggest
business opportunity in the history of business which will
fusion computing, communication, and sensing into one
platform [10].

Figure 1 summarizes sensors forecast of different com-
panies. Integrating large number of sensors in connected
applications has its own challenges and limitations. Wide-
spread use of sensors demands lower price for sensors
which in turns results in low power budget, low die area
allocation, low computational power, etc. Further, these sen-
sors have to send the data to a server which raises the
need for development of low resource communication tech-
nologies/protocols where security is often compromised.
Designing such sensors under severe resource constraints
is a challenging task which might raise piracy of such
designs in the coming decade. Huge market demand can
give rise to large scale sensor device counterfeiting through
recycling, remarking, shipping rejected devices, and many
other ways which have been affecting the global IC supply
chain for a long time [85]. Embedding sensor nodes with

Fig. 1 Projected growth of
sensors [24]
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unique security primitives have been considered to secure
the semiconductor supply chain.

The application domains of sensors are widely varied.
Sensors used in different applications are selected based
on different assessment parameters like price, power
and performance. Identifying the sensors and sensor
technologies used in different applications is necessary.
Mobile devices and IoT/CPS applications are the biggest
contributors of sensors. In a standard IoT/CPS architecture,
the sensor node comes at the bottom of the framework
connecting the physical world to the digital world and apart
from sensing, the nodes must have some computing and
communicating capabilities.

1.2 Contributions

The exponential growth in the global sensor market
which had been brought by the smart mobile devices is
expected to continue with the growth of virtual reality,
IoT/CPS applications, and more. Diversity in sensor-based
applications puts forward different application specific
requirements for the sensor nodes in various connected
systems. In order to support the exponential growth, the
sensor nodes have to be low-cost and the resources have to
be limited. The huge demand for sensors and complexities
in designing resource constrained sensor nodes can attract
large scale piracy, cloning, counterfeiting, as well as they
can raise other security issues and privacy concerns. In
this article, our main objectives are to present a vision of
trillion sensors, identify the applications and architectures
which might contribute the most number of sensors, asses
their limitations and security vulnerabilities, provide a
comprehensive discussions about the security threats, and
finally focus on some preventive measures where substantial
research work is necessary. To the best of our knowledge,
this is the first article that incorporates all these topics. The
main contributions of this article are as follows:

– Taxonomy of Sensors: In this paper, we have developed
a comprehensive taxonomy of sensors based on
their application domains, the technologies used for
manufacturing, and their operating principles. Each
category is populated with examples of sensors which
have great potential to be used in large scale in variety
of applications. The taxonomy will help us identify
group of sensors used in different application domains.

– Security Assessment: Ensuring the security of a
connected system poses difficult challenges, partly
because there are such a wide variety of different
sensors present in the component supply chain. It is
of utmost importance to assess the vulnerability of a
connected system that consists of hundreds of sensors.
In this paper, we present different vulnerabilities

originated from the resource limitations in low-end
sensor nodes and identify the security threats that might
arise both in the software and the hardware levels.
We believe that this will help the researchers assess
the limitations, devise security measures and protocols
to counter these security issues, and provide a secure
connected environment.

– Research Directions: We believe that research in
designing a connected system that uses resource
constrained sensor nodes in a connected environment is
still in its infancy. There are several major challenges
that must be overcome in the near future. In this paper,
we provide a direction in ensuring security in sensor-
based applications and identify areas where substantial
research is necessary in order to secure the applications
as well as the sensor supply chain. We believe, this will
help the researchers channel their effort in the correct
direction to build a secure connected system.

The rest of the paper is organized as follows. We
present a comprehensive taxonomy of sensors based on
application domains, technologies, and operating principles
in Section 2. The infrastructure of sensor networks have
been presented in Section 3. We present different challenges
and limitations of sensor-based applications in Section 4.
Section 5 focuses on the current development in the supply
chain security research and low resource communications.
We conclude our paper in Section 6.

2 Taxonomy of Sensors

Sensor-based applications can be classified into different
application domains where each application domain will
require domain specific sensors with varied area, power, and
price constraints. These sensors can be further classified
into different categories based on the technologies used to
develop them. Sensors are developed by manipulating a
particular physical property or a set of properties of some
objects/materials. A sensor generally operates by converting
energy from one form to another to detect any physical
phenomena. The final form of energy is generally electrical.
Sensor-based applications can be further classified based on
their operating principles. In the following subsections, we
present a taxonomy of trillion sensors based on applications,
technologies, and operating principles of the sensors.

2.1 Applications

Sensors have found widespread usage in many applications.
International Technology Roadmap for Semiconductors
(ITRS) has identified sensor-based IoT applications to be
the next driving factor for the semiconductor industry [18].
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Companies like Libelium, GE, Intel, Cisco and AT&T
have successfully implemented sensor-based industrial and
domestic applications in the last few years [13, 17, 33].
TSensors movement has identified some market segments
with large volume sensor use potentials [24]. Based on the
initiatives taken by the major companies and the market
segments identified by the TSensors movement, we have
recognized seven major application domains where trillions
of sensors are required (see Fig. 2). The application domains
are discussed in the following section.

a) Mobile Computational Systems Mobile computational
systems are a key market segment for MEMS. High-end
mobile devices already boasts more than 15 sensors on aver-
age. Gyroscopes, accelerometers, GPS, touch, microphones,
and proximity sensors are already commonplace in modern
cell phones, tablets, PCs, and toys. Virtual reality devices
are incorporating different types of motion sensors in order
to recognize all types of messages that a human can convey
through the motion of his limbs. To make our computing
systems aware of the surroundings temperature, pressure,
light, sound, and moisture sensors are finding their ways in
modern computing devices.

b) Healthcare In the last few years, we have seen an explo-
sion of wearable medical devices in the consumer market
to facilitate healthcare. Free fall detection technologies have
been built around accelerometer. Medical fridges have been
built based on light, temperature, humidity, impact, and
vibration sensors. Electrocardiography (ECG), pulse, and

respiration sensors have paved the way for sportsmen care
and patient surveillance devices. Ultraviolet (UV) sensors
have enabled devices to produce radiation alert. Occlu-
sion sensors are used in ambulatory infusion pumps, insulin
pumps, and enteral feeding pumps to measure occlusions
(blockages) in silicone or polyvinyl chloride (PVC) tubing.

c) Environmental Monitoring Environmental monitoring
through geographically distributed sensors have assisted
agriculture tremendously. Abbaco Controls, with help from
Intel and Kontron, has deployed an IoT-based irrigation
systems in Malaysia that allowed the farmers to control
water supplies to their fields [1]. The system works based
on real time data analytics on the data collected from large
number of water level and temperature sensors distributed
over the farming land. The system has almost doubled the
rice production in Malaysia since its deployment. Cisco and
Sprint have worked together to build a truly connected city
in Kansas [2]. Light and video sensors deployed in the city
have been used to develop smart lighting system and save
significant amount of energy. There is huge potential in
developing air quality monitoring and forest fire detection
systems based on gas and temperature sensors.

d) Industrial Automation Sensors have played a crucial role
in industrial automation for a very long time. Ubiquitous
sensing and Big data analytics are opening new applications
for industrial automation. Intel and Kontron have built a
platform called Salesforce that monitor factory equipment’s
through the use of sensors and real-time data analytics,

Mobile 
Computation

MC 1. Accelerometer
MC 2. Gyroscope
MC 3. Infrared
MC 4. Proximity
MC 5. Camera
MC 6. GPS
MC 7. Touch
MC 8. Magnetometer
MC 9. Light
MC 10. Thermometer
MC 11. Fingerprint
MC 12. Microphone
MC 13. Ultrasonic
MC 14. Pressure

Applications

Healthcare

H 1. Blood pressure
H 2. Glucose level
H 3. ECG
H 4. EEG
H 5. Image
H 6. Heat
H 7. Breath
H 8. Gas
H 9. Hormone
H 10. X-ray
H 11. Radiation
H 12. PH
H 13. AMR\
H 14. Heart-rate
H 15. EKG
H 16. Occlusion
H 17. Position
H 18. Thermistor

Automotive /
Transportation

AT 1. Radar
AT 2. Ultrasonic
AT 3. Speed
AT 4. LIDAR
AT 5. Tachymeter
AT 6. Gyroscope
AT 7. Altimeter
AT 8. GPS
AT 9. Temperature
AT 10. Accelerometer
AT 11. RFID
AT 12. Tilt
AT 13. Position
AT 14. Air flow
AT 15. Fuel level
AT 16. AFR
AT 17. Camera

Smart Systems

SS 1. Water leak
SS 2. Motion
SS 3. Open/Close
SS 4. Smoke
SS 5. Video/Camera
SS 6. Humidity
SS 7. Sound
SS 8. Light
SS 9. Fingerprint
SS 10. RFID
SS 11. Contact
SS 12. Proximity
SS 13. Glass break
SS 14. Pressure
SS 15. Outage detector
SS 16. Thermal imaging
SS 17. Position

Retail Service

RET 1. RFID
RET 2. GPS
RET 3. Camera/Video
RET 4. Motion
RET 5. Proximity

Environmental 
Monitoring

ENV 1. Temperature
ENV 2. Pressure
ENV 3. Density
ENV 4. Water level
ENV 5. Ice detection
ENV 6. Wind velocity
ENV 7. GPS
ENV 8. Sun-radiation
ENV 9. Gas 
ENV 10. Camera
ENV 11. Seismometer
ENV 12. Visibility
ENV 13. Dew-point
ENV 14. Heat-flow

IA 1. Video/Camera
IA 2. Force
IA 3. Torque
IA 4. Proximity
IA 5. Color 
IA 6. Collision
IA 7. Area
IA 8. Air flow
IA 9. Obstacle
IA 10. Angle
IA 11. Pressure
IA 12. Limit switches
IA 13. Temperature
IA 14. Liquid level
IA 15. Liquid flow
IA 16. Sound
IA 17. Vibration
IA 18. Velocity
IA 19. Position
IA 20. GPS
IA 21. Smoke

Industrial 
Automation

Fig. 2 Trillion sensors application domains
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provides detailed error messages to the engineers, and
quickly dispatches field service engineers to minimize
unplanned factory downtime [3]. GE has identified location
intelligence through GPS to be a key factor in factory
automation [4]. Libelium has identified passive tags
(RFID+NFC) and active tags (ZigBee, WiFi, Bluetooth) to
be the enabling technologies for location intelligence [17].
Temperature, pressure, current, vibration, and gas sensors
can bring new era of machine health monitoring systems
which might increase the efficiency of manufacturing
systems by a significant margin.

e) Automotive/Transportation Smart sensing and afford-
able communication technologies have paved the way for
intelligent transportation. Video/Camera and proximity sen-
sors with computer vision have enabled self-driving tech-
nologies. A modern vehicle incorporates around 30 sen-
sors to facilitate safety features. Some cars and trucks are
equipped with headway RADAR sensors that detect the dis-
tance between a vehicle and any vehicles or large objects
in front of the vehicle. These sensors are used by adap-
tive cruise control and collision avoidance systems. Air flow
meters are used to measure the air flow intake of automo-
bile engines. LIDAR sensors are used in autonomous cars to
provide 360◦ vision of the surroundings.

f) Smart Systems Smart systems integrate functions of
sensing, actuation, and control in order to describe and
analyze a situation. These systems make decisions based on
the available data in a predictive or adaptive manner, thereby
performing smart actions. Smart home is a prime example
of smart systems. Water leak, smoke detector, glass break,
light, sound, and fingerprint sensors are leading the way for
smart home development. Leviton’s smart home technology
has been used to develop an independent living community
for the seniors at Grand Rapids, Michigan where occupancy

and humidity sensors are deployed to automatically turn
exhaust fans [5]. They also provide an option to add free fall
sensors to the system for elderly care.

g) Retail Service Smart retail service like Amazon Go, is
using motion sensors and image sensors to automate their
service [74]. RFID already playing a huge role in tracking
deliveries for online stores like Walmart, postal deliveries
and many other retail services [6]. Anti-theft devices are
commonplace in retail stores which generally incorporate
RFID tags for tracking particular products. The tags are
deactivated upon purchase. If someone moves the product
outside the store without deactivating the tag, it generates an
alarm.

2.2 Operating Principles

Sensors are integral part of any electronic control applica-
tions. In an electronic system, a sensor provides a measur-
able electrical output (current/voltage) based on a physical
phenomena through conversion of energy. Energy can be
converted from chemical, mechanical, optical, thermal, etc.
to electrical. The properties of materials that are manipu-
lated to develop sensors can vary widely. We have identified
seven major categories of sensors based on their operating
principles (energy conversion topologies) which we believe
will be essential in trillion sensors application development
and the classification shown in Fig. 3.

a) Electrical/Electronic Electrical sensors examine the
change in electrical or magnetic signals based on environ-
mental input. Metal detectors, radar systems, voltmeters,
and ohmmeters are few simple examples where electri-
cal sensors are used. An application like a smart-grid or
a smart-meter requires sensors that sense different electri-
cal parameters like current, voltage, capacitance, resistance,

Operation

Electrical /
Electronic

EE 1. Charge
EE 2. Voltage
EE 3. Current
EE 4. Electric field
EE 5. Polarization
EE 6. Conductivity
EE 7. Resistivity
EE 8. Capacitance
EE 9. Inductance
EE 10. Hall effect
EE 11. Daly detector
EE 12. Faraday Cup
EE 13. Galvanometer

Electro-
mechanical

EM 1. Accelerometer
EM 2. Gyroscope
EM 3. Microphone
EM 4. Vibration
EM 5. Touch
EM 6. Pressure
EM 7. Velocity
EM 8. Torque
EM 9. Force
EM 10. Piezoelectric

Chemical

CH 1. Breathalyzer
CH 2. Gas sensing
CH 3. Holographic
CH 4. PH
CH 5. Smoke detection
CH 6. Electronic nose
CH 7. Chemiresistor

Biosensor

BIO 1. Glucose level
BIO 2. IRIS
BIO 3. Food analysis
BIO 4. DNA
BIO 5. Microbial
BIO 6. Ozone
BIO 7. Cancer cell

Optical

OPT 1. CCD
OPT 2. Infrared
OPT 3. Fiber-optic
OPT 4. Photodetector
OPT 5. Photodiode
OPT 6. Phototransistor
OPT 7. Wave-front
OPT 8. Photovoltaic

Thermal

TH 1. Bolometer
TH 2. Heat-flux
TH 3. Thermometer
TH 4. Thermistor
TH 5. Thermo-couple
TH 6. Pyrometer

Magnetic

MAG 1. Magnetometer
MAG 2. Magnetic anomaly
MAG 3. Position
MAG 4. Metal detector
MAG 5. Hall effect
MAG 6. Magnetoresistance

Fig. 3 Trillion sensors classification based on operating principles
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dielectric constant, etc. [34]. Generally, any environmental
input is converted to a voltage for measurement purpose in
any electrical/electronic sensor.

b) Electromechanical The interaction of electronics,
mechanics, light, or fluids working together makes up
a electromechanical system. They redirect light, pump
and mix fluids, and detect molecules, heat, pressure, or
motion. Consumer electronics and hand-held devices use
a lot of electromechanical sensors (MEMS/ NEMS) like
accelerometer, gyroscope, motion, position, pressure,
touch, and force sensors. MEMS like artificial retina and
hearing-aid transducer are revolutionizing the healthcare
applications. MEMS pressure sensors, inertial sensors,
and chemical sensors have been deployed in industrial,
automotive, and aerospace applications.

c) Chemical Chemical sensors respond to any particular
target chemical substance present in a desired medium in
order to produce a desirable signal output at any required
analyte concentration [28]. Performance of the chemical
sensors are limited by some features like selectivity,
sensitivity, response time, packaging size, etc. Breathalyzer
and pH sensors are used in biological monitoring. Gas
sensors are used in area monitoring and industrial process
automation. Smoke detectors are commonplace in any
household/industries/offices. Toxic chemical sensors are
very useful in environmental monitoring and industrial
manufacturing.

d) Biosensors Biosensors are devices comprising a biolog-
ical element and a physio-chemical detector that are used
to detect analytes. An analyte is a substance whose chem-
ical constituents are being identified and measured. These
instruments have a wide range of applications ranging from
clinical to environmental, and agricultural. The devices are
also used in the food industry. Biosensors (e.g., glucose
level sensors, hormone or enzyme detectors, cancer cell
detectors, and blood pressure sensors) are finding more and
more applications in wearable medical devices and other
health-care systems.

e) Optical Optical sensors convert light rays into electronic
signals. Optical sensors (e.g., photo-electric, photo-diode,
photo-voltaic, and photoresistive sensors) are used in
lighting control applications whereas charge-coupled device
(CCD), CMOS sensors are used in video cameras. Infrared
sensors can be used for temperature measurement in
industrial applications. Fiber-optic sensors are used in
electrical switchgear to transmit light from an electrical arc
flash to a digital protective relay to enable fast tripping of a
breaker to reduce the energy in the arc blast [96].

f) Thermal In thermal sensors, thermal energy is converted
to electronic signals which can be used in any electronic
system. Bolometers are used to detect light in the far-
infrared and mm-waves. Pyrometers are used to determine
temperature of any distant surface. Thermal sensors like
temperature sensors, thermocouple, heat-flux sensors, and
thermistor are used in industrial applications and consumer
electronics alike.

g)Magnetic Magnetometers are used to detect the direction
of an ambient magnetic field like the earths magnetic
field. Magnetic anomaly detectors are used in the military
to detect submarines. Magnetic sensors like eddy current
sensors, hall effect sensors, magnetic field anomaly
detectors, magneto-resistance sensors, and magnetometers
are being used in mapping, positioning, and non-contact
switching applications [57]. In Electric Power Steering
(EPS), magnetic angle sensors and linear Hall sensors are
used to measure the steering angle and steering torque.

2.3 Technology

Modern IoT/CPS systems require smart sensors where
embedded microprocessors and communication modules
are integral part of the sensing devices [81]. Although there
are numerous sensing technologies available, considering
the integration complexities, few technologies have greater
impact on the overall sensor-based applications. Figure 4
summarizes some of such technologies.

a) Discrete CMOS CMOS sensors are perhaps most suitable
for consumer electronics and computing devices. CMOS
image sensors are already leading the global video/camera
industry. CMOS temperature sensors and ionization detec-
tors are finding their ways into standard chips/ASICs [23].
On-chip CMOS temperature sensors are used for power
management. Low power consumption and the ease of inte-
grating such sensors in system-on-chips (SoC) make them
suitable for any SoC design.

b) MEMS MEMS are already a driving factor in con-
sumer electronics and hand-held devices. Accelerometer,
gyroscope, microphones, pressure, and touch sensors have
revolutionized the mobile computing devices by adding
more functionality and providing opportunities for numer-
ous application development [17]. Accelerometers are also
used in inertial navigation systems for air-crafts and mis-
siles. Further, they are used to detect vibration of rotating
machines. Gyroscopes are used in measuring and maintain-
ing orientation. MEMS pressure sensors are used in the
development of capacitive touch sensing applications for
touchscreens.
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Technology

CMOS

CM 1.Image
CM 2.Charged particle
CM 3.Temperature
CM 4.Ionization

MEMS

MEM 1. Accelerometer
MEM 2. Gyroscope
MEM 3. Microphone
MEM 4. Vibration
MEM 5. Touch
MEM 6. Pressure

NEMS

NEM 1.Nano-resonator
NEM 2.Nano-

accelerometer
NEM 3.Piezoelectric 

detection
NEM 4.Atomic force 

microscopy
NEM 5.CNT Nano-sensors
NEM 6.Nanowire

ASIC

AS 1. Magneto-resistive 
position sensor

AS 2. Piezoelectric 
accelerometer

Optical 
Spectroscopy

OS 1. Gas sensing
OS 2. Liquid mixture 

composition
OS 3. Tissue component 

detection
OS 4. Solid detection
OS 5. Hormone

Chemical 
Properties

CHP 1. Catalytic bead 
sensor

CHP 2. Chemiresistor
CHP 3. Chemical FET
CHP 4. Holographic
CHP 5. Ion selective 

electrode
CHP 6. Redox electrode
CHP 7. Pellistor

Hybrid

HYB 1. Velocity
HYB 2. Torque
HYB 3. Displacement
HYB 4. Proximity
HYB 5. Tachymeter

Fig. 4 Trillion sensors classification based on technologies

c) NEMS The ultra-high-frequency nano-resonators can be
used in ultra-high sensitive sensing, molecular transporta-
tion, molecular separation, high-frequency signal process-
ing, and biological imaging [14]. NEMS-based sensors are
popular in medical diagnostic applications [62]. Nanowire
sensors have applications in life-sciences and medicine [70].
Nanowire, nano-resonators, and nano-rods are finding their
ways in complex medical diagnostic applications. Carbon
nanotubes (CNT) can be used to develop electromechanical
sensors for implantable devices which can be used in min-
imal invasive diagnosis, health monitoring, drug delivery,
and many other intra-corporal tasks [50].

d) ASIC Developing application specific integrated circuits
(ASIC) for specific applications can optimize the sensor
performance but the associated cost can be very high
which makes it suitable for applications where size and
performance are the deciding factors rather than the price.
Companies like Bosch are developing MEMS-based ASIC
solutions for automotive industry [35].

e) Optical Spectroscopic Most liquids and gases provide
unique signatures when there is an interaction with light
of certain wavelength and the signature is a function
of the molecular structure of the particular substance.
This is the basic theory behind any optical spectroscopic
sensors. These are being used in numerous applications
ranging from controlling industrial processes to delineating
tumor through component detection techniques [26]. Solid
detection, measuring gas or liquid composition, and tissue
component detection are few examples where optical
spectroscopy can be used.

f) Electrochemical Electrochemical sensors are primarily
used for toxic gas and oxygen detection. Each sensor is
designed to be sensitive/selective to the gas it is intended
to detect. Chemiresistor is the primary building block for

electronic nose [95]. Pellistors are used to detect gases.
Chemical FETs are field effect transistors that act as
chemical sensors which can be used to detect atoms,
molecules, and ions in liquids and gases. Holographic sen-
sors can be used in distance device identification in industrial
applications and anti-counterfeiting applications [89].

g) Hybrid Hybrid sensors like tachymeter, torque, velocity,
and pressure sensors are widely used in automotive and
control applications where multiple sensing mechanisms are
integrated in an embedded control system for detection and
measurement purpose.

3 Infrastructure for Sensor Based
Applications

Sensors have been integrated in almost all the electronic
devices we use like mobile devices, virtual reality devices,
toys, stand-alone medical diagnostic devices, kitchen
electrical utensils, etc. While consumer electronics is
certainly the largest application of sensors right now, with
the rapid growth of IoT/CPS applications, it is quite safe
to say that sensor-based IoT/CPS applications will be the
largest destination of sensors in the future. In order to assess
the vulnerabilities in sensor-based applications, we need to
analyze the system architectures in which trillions of sensors
will be deployed. In this section, we present the standard
architectures proposed for IoT/CPS systems. Although, the
difference between IoT and CPS is not well defined and
many see them as two different explanations of the same
thing, IEEE has made an attempt to differentiate them in
[63]. According to [63], IoT system starts from the level
where a single “thing” is identified using a unique global
identifier and can be accessed from anywhere, anytime.
The information that the “thing” provides can be anything
from sensor data or static data stored in its memory. If the
“things” in this IoT system are networked together so as to
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control a certain scenario in a coordinated way, then the IoT
system can be considered to grow to the level of a CPS.

Since the term Internet of Things was first coined
by Kevin Ashton in 1999 [38], numerous researchers
have come forward with their own views about the ideal
architecture for IoT. Several reference models have been
proposed in an effort to come up with a generalized
reference model which can be adopted by different players
in the market, and thus develop products that can operate
in systems built by different companies. Although, the
reference models vary widely, the base-layer in any IoT
reference model remains the same across all the models
which deals with the issue of sensing.

Perhaps, the three-layer model proposed by Gubbi et
al. was among the first IoT reference models proposed by
the researchers [38]. This simplistic model is actually an
extension of wireless sensor networks (WSN). It models
IoT as a combination of WSN and cloud computing that
can offer different applications to the end users. The bottom
layer is consisted of ubiquitous sensing devices that feed
data to the cloud. The applications are built on the data
stored in the cloud storage as well as the directly fetched
data from the sensing devices. Rafiullah et al. proposed
a five-layer IoT framework [53]. They envisioned the IoT
as an information network where numerous data sensed
by IoT devices will be collected through the network
layer in a database and applications will be built on that
data. Several applications and services will be combined
together to develop business models in the upper layer of
this framework. In this model, the base-layer is called the
perception layer which is composed of physical objects
and sensors. Atzori et al. proposed another five-level
IoT framework where a complex IoT systems has been
decomposed into simplified applications consisting of an
ecosystem of simpler and well-defined components [19].
The idea is to create many abstraction levels to hide issues
that are not pertinent to a developer or a programmer. The
base layer again is composed of the sensing objects which
are enabled by identification, sensing, and communication
technologies.

Similar architectures have been proposed for CPS. Lee
et al. presented a five-layer architecture for industry 4.0
based CPS where the bottom layer incorporates sensor
network and tether free communication [56]. Rad et al.
proposed a four-layer CPS architecture to be used in
precision agriculture where sensing is at the base layer
of the framework [72]. Cisco, IBM, and Intel presented
a seven-layer IoT framework in IoT World Forum 2014
that is expected to be accepted as the reference framework
for IoT/CPS by the industry. In this model, data flow is
usually bidirectional, but the dominant data flow direction
is determined by the nature of the applications [7]. In
this model, the base-layer is called Physical Devices and
Controllers or Edge which includes sensors, actuators,
machines, and any kind of smart devices. So, whichever
framework chosen to build up any IoT system, sensing
devices will be at the bottom layer of the whole architecture
(Table 1).

In the Cisco IoT reference model, communications and
connectivity of the IoT systems are concentrated on level-
2. IoT has already kicked off with many traditional devices
not fully IP-enabled or devices that require additional
communication gateway devices for external connectivity.
It is expected that the modern IoT devices will have
integrated sensing mechanism and communication modules.
Data generated by these devices will be preprocessed at
the gateway and a huge chunk of the data will be dropped
because of limited network resource and storage facility.
Threats can come at any stage of this system—during
sensing, passing the data to the gateway, preprocessing the
data at the gateway, or inside the information network.
The security issues in the information network are already
well defined and a lot of research work has been carried
out to solve these issues in the last few decades. In this
paper, we are focusing on the threats that can appear
at the edge devices only. As the sensing mechanism
and communication modules are expected to be merged
in a single IoT device, perhaps a closer look at the
communication between the IoT device and the gateway
will help us evaluate the threat models better.

Table 1 IoT/CPS frameworks

Three level IoT model
[38]

Five level IoT model
[19]

Seven level IoT model
[7]

CPS 5C Architecture
[56]

Four layer CPS Architecture
[72]

Applications Applications Processes Configuration Application

Cloud servers Service composition Application Cognition Analyzing

Ubiquitous sensing Service management Data abstraction Cyber Networking

Object abstraction Data accumulation Information conversion Sensing

Edge nodes Edge computing Smart connection

Connectivity

Edge nodes
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The connectivity level (level 2) in Cisco framework
provides three basic types of data transmission: between the
devices and the network, across networks and between the
network, and low-level information processing at level 3
(computing at the gateway/fog computing). The edge nodes
must be equipped with sensing mechanism for generating
data, analog to digital conversion circuitry, and the ability to
be queried/controlled over the network. The communication
scenario between the IoT devices and the Internet/data
server may vary based on applications. For instance, a
WMS-based IoT application might use a hand-held device
like a smart-phone as the gateway device [97]. A larger
application like a weather monitoring system might use
dedicated gateway devices for specific regions. For some
applications, the gateway might transmit the raw data
received and in some other cases the gateway might filter
some data before transmission in order to reduce the load on
the network and the data storage [7].

For communication between the IoT devices and
the gateway, several technologies are available and the
technologies that have caught the most attention are
Bluetooth Low Energy (BLE), ZigBee, Z-Wave, Near

Field Communication (NFC), WiFi, Thread, and Cellular
(2G/3G/4G) [94]. Analyst firm ABI Research claimed that
Bluetooth smart home devices will show a 75 percent
growth rate between 2016 and 2021 [9]. ZigBee and
T hread will lead with 34% volume share of the home
automation and 29% of the smart lighting markets by
this time [9]. Some protocols have been proposed for IoT
communication as well most notably the 6LowPAN protocol
[65]. An IoT device designer’s goal would be minimizing
the area overhead, energy, and cost of the associated
communication module and selection of a suitable protocol
that minimizes the data overhead. As the devices will use
various communication technologies, any hub designed for
a smart system should be capable of handling all types of
communications.

Considering the requirements of Cisco seven-level IoT
reference model (Fig. 5), a standard IoT device should
have a sensing mechanism, analog to digital data conversion
circuitry, a communication module, and probably a security
module. The security module will ensure operator trust
and prevent any kind of unwanted data leakage under
suspicious queries. Incorporating all these modules in a
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Fig. 5 Cisco seven layer IoT framework [7]
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resource constrained environment presents several design
challenges. The resource limitations and associated design
challenges are discussed in the following section.

4 Limitations and Challenges

Recent studies have shown that modern IoT/CPS sensor
nodes are severely resource constrained which limits the
ability of these devices to use standard cryptographic
protocols to communicate securely. Trappe et al. showed
that the power constraint in IoT edge devices limits
the encryption/encoding functionality of the sensor nodes
which leads to poorly encrypted communication or no
encryption at all [87]. In a study, HP revealed that
almost 70% of IoT devices they tested did not encrypt
communications to the Internet and the local network,
while half of the device’s mobile applications performed
unencrypted communications with the cloud, the Internet,
and local network [73]. Almost 60% of the devices under
study did not use encryption while downloading software
updates. Symantec also found 19% of the devices under
test to use no encryption during communication with the
cloud server or the back-end applications and even fewer use
encryption while communicating in the local network [21].
These lead to opportunities for the adversaries to attack such
systems.

Absence of cryptography in communication results in
inadequate security measures in the edge devices. Conse-
quently, ensuring data integrity, maintaining confidentiality
of the communication, authenticating the edge devices, and
controlling access to the devices become very challenging.
The devices might be vulnerable to different kinds of denial
of service (DoS) attacks [90]. Sleep deprivation attacks can
severely affect the operation of the IoT/CPS application
by draining the energy source of power constrained edge
devices [22]. Attacks such as hello flooding, Sinkholes,
Wormholes, Sybil attack, etc. which are prevalent in any
wireless sensor network will also be present in any IoT/CPS
application [52, 61, 71, 80]. In gateway-centric model of
IoT/CPS, security measures would most likely have to be
implemented in the gateway devices to pro-vide security
against these attacks due to the resource constraints in the
IoT/CPS edge devices. These security threats are well docu-
mented in the domain of wireless sensor networks. One can
take a look at these articles to have a greater understanding
of those attacks which is clearly out of scope of this paper.

In this section, we are going to focus on the limitations
of standard IoT devices and the threats that might arise due
to large volume of sensors in both—the software and the
hardware levels.

4.1 Resource Constraints

In most IoT/CPS applications, sensors are placed in
large geographical areas and associated cost prohibits
regular maintenance. Consequently, when the sensors are
deployed in the field, they are expected to operate
uninterrupted for a long period of time. In order to support
large scale adoption, these sensors are severely budget
constrained which in turn result in the integration of small
batteries, low end processors and very limited memories
in IoT/CPS sensor-based edge devices [87]. Operating
on a small battery for a long period of time presents
some unique design challenges which have forced the
designers to consider energy harvesting from the nature,
operating the devices in low energy sleep state majority
of the time, and avoiding energy intensive cryptographic
computations. The processors offered in the market for
IoT sensor nodes are mostly micro-controllers with limited
capabilities, specialized for a specific task, and designed
for mass production and low cost. Cycle intensive raw data
processing at the sensor nodes is not possible due to the
power constraints.

Avoiding cryptographic computations altogether in these
resource constrained IoT/CPS sensor nodes makes this
system vulnerable to all sorts of cyber attacks. The
following studies have shown that the seemingly harmless
IoT data can be used to extract useful information about the
overall system. Inter-dependency of different components in
an IoT environment offer adversaries unique ways to attack
the system. Tampering the data generated by a temperature
sensor might be used to sabotage fire alarm in a smart
home. Attackers have successfully breached the security of
an automotive system through passive tire pressure sensors.
In another study, attackers have passively read wireless
electric meters at distances of hundreds of meters, and thus
have developed a detailed pattern of the resident energy use
which is clearly a breach of privacy. Such observations have
encouraged the development of light-weight cryptographic
schemes which can be used in low resource communication,
specially for the low-end IoT devices.

In order to facilitate large-scale adoption of the sensors
in diverse applications, the sensor nodes have to be low-cost
devices. So, the sensor itself, the associated networking and
processing hardware, and the firmware—all of them have to
be produced under cost constraints. The expected cost for
a sensor node might be as low as 10 cents [24]. In order
to support low power operations and budget constraints, the
area overhead of the overall sensing platform has to be as
small as possible.

The technologies that might be used to produce the
sensor nodes for IoT/CPS applications can vary widely
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as shown in Section 2.3. The power, area, and cost
constraints put a limitation on the suitable technologies
for low-end IoT/CPS sensor nodes. Typically, a sensor
node consists of four basic components—a sensing unit,
processor unit, transceiver unit, and a power management
unit. Incorporating them in a single chip to develop an ASIC
can optimize the performance and power consumption,
but the development cost can be too high to justify
such implementations. The security of the system can be
provided through a separate hardware unit which might
increase the cost of the sensor nodes significantly. Software
implementation of the cryptographic primitives is a cost
effective solution to provide security in the sensor nodes
[76]. But limited processing power, energy resource and
available memory—limit the capability of the sensor nodes
to implement highly secure cryptographic primitives on
such devices as discussed in Section 4.2.

4.2 Low-Resource Communication and Computation

Sensors in an IoT/CPS network generates real time data,
and sends it to a designated server through gateways.
The gateways have ample resources to deploy required
security protocols to send the data to the server over the
public Internet, whereas the edge nodes in an IoT/CPS
system are resource constrained which prohibits them from
using standard security protocols. Any secure data transfer
protocol must have the following properties: confidentiality,
message integrity, and end-point authentication [55].

– Confidentiality: Only the sender and the receiver should
be able to extract the meaning of the transferred
data. Symmetric key cryptography and public key
cryptography are two widely used methods for ensuring
confidentiality in communication. This can be achieved
through symmetric ciphers (e.g., advanced encryption
standard (AES) [29] and 3DES) and asymmetric ciphers
(Rivest-Shamir-Adleman
(RSA) [75] and Elliptic curve cryptography (ECC)
[47]).

– Message Integrity: The receiver must be able to verify
whether the message has been altered or not. Message
authentication codes (MAC) are generally used for the
verification of message integrity. Keyed-hash message
authentication code (HMAC [66]) is a MAC that uses a
secure hash function (e.g., SHA-2 and SHA-3 [67]).

– End-point Authentication: The receiver must verify that
the request was initiated by the trusted sender (not by
an adversary). This can be achieved through digital
signatures [59] generally constructed by using RSA or
ECC.

All these cryptographic primitives are computationally
heavy which require large processing power and energy.
Hardware implementation of the above cryptographic
primitives with a separate chip can be prohibitive for a low-
end IoT/CPS sensor node because of the cost constraints.
So, a software implementation of the security primitives
is more practical. However, the computing capabilities of
a sensor node are very limited: a typical node has a
8MHz micro-controller with less than 128KB of instruction
memory and approximately 10KB of RAM memory [76].
Therefore, it is necessary to analyze how the existing
primitives could perform over these highly-constrained
nodes. Table 2 summarizes the design overhead of different
cryptographic primitives.

Resource constraints in IoT/CPS sensor nodes have
fueled the development of low resource communication
and computation techniques for these applications. RFID
tags are a prime example of resource constrained devices.
Most RFID researchers believe that the industry requires
simple and low cost RFID tags with limited number of logic
gates which reduces the cryptographic capability of such
devices [20, 51]. Several light-weight RFID protocols have
been proposed and [32, 49, 54, 58, 82, 83, 88] are just to
name a few. Most of these protocols utilize cryptographic
hash functions, random number generators, and XOR
functions which are light-weight solutions compared to
other computationally expensive symmetric key and public
key cryptographic primitives.

Henrici et al. have presented a protocol that uses
cryptographic hash functions and XOR operators to encrypt
the communication between the RFID tag and the reader
and a random number generator and hash functions to
authenticate the reader to the tags [49]. Lim et al. proposed
a protocol where the reader and the RFID tag, both
use random number generators, hash functions, and XOR
primitives to authenticate each other [58]. Tan et al.
proposed a server-less authentication protocol that also
utilizes a known hash function between the reader and
the tags, and XOR primitives. All these protocols are
light-weight but have some security flaws which can be

Table 2 Software/Hardware implementation overhead of standard
crypto-primitives

Crypto-primitive Gate Count Code Size (Bytes)

3DES 5504 [78] −
AES 1100 [86] 840 [86]

ECC 13800 [46] 2166 [46]

RSA 861 [64] 1073 [46]

SHA-3 10500 [12] 1500 [37]
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manipulated by the adversaries to attack the system. For
instance, the protocol proposed by Henrici et al. maintains
a session number to synchronize the tag and the reader
which can be easily manipulated by a malicious attacker by
interrogating the tag in a middle step of the authentication
process, and thus desynchronizing the tag and the reader
[49]. In Lim et al.’s protocol, total number of authentication
session requests are limited which makes it vulnerable
to denial-of-service (DoS) attacks [58]. In the protocol
proposed by Tan et al., the tag returns a static form of data
based on its ID and a secret which can be utilized to track
the tag by any adversaries. These naive security flaws have
kept the development of such protocols ongoing [83].

PUFs have emerged as a low-cost solution for cryp-
tographic key generation, and thus have become popular
in developing some PUF-based communication protocols.
Ruhrmair et al. have proposed a security tool named SIMPL
Systems which can be used for device identification and
message authentication [77]. This system is based on the
concept of public PUF where strong PUF primitives in each
device are used to produce random nonces for different
challenges and a mathematical model of the system and
associated simulation model is made public for identifica-
tion and message authentication applications. The central
idea behind the system is—a PUF hardware generates a
response far quickly compared to any computer generated
model and the PUF itself is unclonable in nature, so an
adversary can never produce an exact physical match of the
PUF which ensures the security of the system.

Secure communication requires end-point authentication
and there are several PUF-based authentication protocols
in the literature for resource constrained sensor nodes of
IoT/CPS applications. Most of these protocols work in
two phases. In the first phase, the devices are enrolled
in a secure database with the PUF responses which is
called the enrollment phase. In the second phase, the
devices are deployed in the field where they are exposed
to physical attacks. The devices are authenticated based
on the PUF responses over an insecure communication
channel. Considering the device constraints, these protocols
have been kept light-weight. The unreliable nature of PUF
outputs, the vulnerabilities of these sensor nodes to physical
attacks, and ad-hoc nature of these protocols have resulted
in many security flaws which can be manipulated by the
adversaries. In [30], Delvaux et al. presented the security
flaws of 19 different strong PUF-based authentication
protocols which indicates that developing an ideal low-cost
authentication protocol for IoT/CPS sensor nodes is still a
challenge.

In order to save power and operate on small batteries
for large period, application specific processors have been
built for IoT applications. Approximate computing for
low-end IoT node processors have been considered to

save power [36]. Re-configurable processors with limited
functionalities have been considered as well which can be
optimized for power consumption for specific applications
[60].

4.3 Trust Issues in Sensor Supply Chain

With the advent of globalization in the product manufactur-
ing and its resulting horizontal integration, it is becoming
increasingly difficult to ensure the authenticity of elec-
tronic systems. Today’s electronic systems are assembled all
across the globe, and consist of components sourced from
different parts of the world. It is now virtually impossi-
ble to find out the origin of electronic products, and track
their route in the supply chain. We have observed this
far-reaching penetration of non-authentic systems and coun-
terfeit parts into the electronics supply chain [39, 40, 42, 84,
85].

Typically an electronic supply chain goes through the
following processes—design, manufacturing, distribution,
and resign/end-of-life. In every process, there can be mul-
tiple independent entities involved with different motives
which complicates the supply chain and exposes multi-
ple points of vulnerabilities. The supply chain of IoT/CPS
sensor devices will be the same as well. From design spec-
ifications, the original system designer will develop the
hardware and firmware for the sensor nodes and will invest
on research and development of the product. They might
integrate designs or chips from third party entities into their
design. The finalized design will go to the foundries or
assemblies for manufacturing. The manufactured products
will come to the market through the distributors. More-
over in the future, trillions of different sensors will produce
tremendous amount of electronic waste when the prod-
uct lifetime finishes which might be used for recycling
afterwards by different entities.

In this complicated supply chain, any of the involved
entities might try to manipulate the vulnerabilities in order
to gain some unfair financial benefits. For example, a
rogue designer in the design house might put a bug
into the design intentionally, or a third party IP vendor
might put Trojans in their IPs, or the design house might
overuse third party IPs, or steal the design concept and
sell it to other competitors. Design can be stolen through
reverse engineering as well. A distributor might sell sensors
with lower grades after remarking it with a higher grade.
The demand for newer low-cost and resource constrained
embedded systems is going to increase which will force
the system design companies to look for low-cost chips
through the semiconductor supply chain. Recycled sensors
and associated networking and processing chips collected
from e-waste might find their ways to the supply chain
because of lower cost.
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Design complexity and exponentially growing market
demand will result in more piracy. Avoiding R&D and
design cost, counterfeiters will be able to supply low cost
sensors, processors, and networking chips to the IoT market
where lower device cost dictates widespread adoption.
Counterfeit sensors in an IoT/CPS environment might
compromise the security of the system, can be used to
leak valuable information, or can disrupt operation through
unexpected device failure. In the following section, we have
discussed about different ways that the adversaries might
use to corrupt the sensor supply chain with counterfeit
products.

4.3.1 Piracy

Competitive market and rising demands for IoT devices will
put much pressure on the design companies, and time-to-
market for IoT/CPS products will shrink considerably over
time. Sensor-based applications will require bulk amount of
sensors and associated chips to be supplied in a very short
time which might give rise to design cloning and piracy. An
untrusted manufacturing unit can pirate the design details
of a sensor during manufacturing, and thus avoid R&D
cost. A design can also be reconstructed through reverse
engineering. The stolen design can be modified to insert
malicious circuits into the design. In today’s IP-based SoC
design, the system integrator can steal/overuse/modify the
third party IPs and thus gain unfair financial benefits [27,
43, 44].

An adversary can penetrate the IoT/CPS market with
sensors that have been rejected after manufacturing tests,
or have been remarked with a higher grade. We have
observed rejected ICs in defense supply chain [85]. This
is very plausible that we will see rejected sensors in our
critical applications, such as smart grid. Due to lower cost,
these sensors might attract the system design companies,
especially those who produce low-end devices for sensor-
based applications. In addition, an adversary can mark the
sensor devices with a higher grade than they are in reality for
financial benefits. Such remarking process can cause severe
risk if the sensors are operated in harsh environments where
a real higher grade sensor is necessary. We also have seen a
similar trend in the IC supply chain where new ICs are often
remarked with higher grade to make profit [85]. Remarked
sensors in sensor-based IoT/CPS applications which are
operated in severe environmental conditions might cause
system failure in critical conditions.

The diversity of IoT-based applications is already giv-
ing rise to small-scale companies that specialize on specific
products. Specially smart systems and healthcare solutions
are so varied in nature that these are encouraging the
development of different start-ups [8]. Moreover, modern
self-driving cars are incorporating multiple IoT solutions to

enable its self-driving capabilities and continuously improv-
ing the system performance. As the original component
manufactures (OCM) continuously improves the specifica-
tion, performance and cost of their products, we believe
similar situation, like semiconductor industry, will occur in
near future. This can open new financial opportunities for
the counterfeiters to pirate the design, manufacture chips,
and make a stock of such chips which they can sell at a very
high rate when the original chips are discontinued.

4.3.2 Reverse Engineering

Considering the design complexities of a low-end resource
constrained sensor node and probable large-scale demand
for such devices in sensor-based applications, reverse
engineering will attract counterfeiters to gain undue profits.
Avoiding the R&D cost through reverse engineering,
counterfeiters might be able to supply these sensors and
associated networking and processing chips at a lower
cost than the original manufacturers which will result in
a huge loss of revenue for the industry. We have seen
a similar trend for electronic systems [39, 84]. IoT/CPS
sensor nodes are basically embedded systems with sensing
and communicating capabilities (discussed in Section 3). As
stated earlier, the exponential growth of new IoT solutions
in the healthcare and smart systems domain, and demand
for chips fabricated in older technologies in the field of
automobiles, industrial control systems, and airplanes will
justify the cost associated with reverse engineering.

Several destructive and non-destructive methods are
available today to produce a 3D layout of an IC or
printed circuit boards (PCB) with superfine resolution.
Scanning electron microscope (SEM) or transmission
electron microscopes (TEM) can be used to capture the
inner layer of any integrated circuit. X-ray tomography can
be used to extract 3D layout of a fully functional PCB
[16]. Such cloning has been performed successfully even
in academic research laboratory for feasibility studies [15].
Full chip layout can be constructed by extracting layout of
each layer of the design through etching and scanning with
electron microscopes. Typical ICs today incorporates more
than 50 layers which means after destructing a few chips, a
full chip design can be engineered through this process. The
imaging technology associated with the destructive methods
of reverse engineering is far cheaper than the other non-
destructive methods which makes it a cheaper option for the
counterfeiters.

4.3.3 Recycling

A standard IoT/CPS sensor node incorporates sensor
devices, embedded processor, and memory and any of
these devices can come through recycling. Recycling ICs
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from electronic waste has become a huge problem [40–42,
45, 85]. These recycled ICs have lesser remaining useful
lifetime than any fresh ICs and the process through which
they are collected also reduce their lifetime further. These
ICs come to the electronic supply chain through the grey
market, and incorporating them in IoT/CPS infrastructure
can cause frequent chip failure, and thus it can increase
the cost of system maintenance. Low-cost recycled sensors
and associated chips might find their ways into large
scale sensor-based applications. As these applications are
expected to perform uninterrupted for a long period of time
to reduce maintenance cost, shorter lifetime of the recycled
chips might disrupt the operation of such applications.
Using recycled chips in low-cost medical devices can cause
false diagnosis which can lead toward severe health-risk.

4.4 Physical Attacks

As the sensor nodes are spread geographically in most
IoT/CPS applications, they can also be prone to physical
attacks. The sensor data can be corrupted by manipulating
the sensor environment by any adversary. Attackers can
physically damage IoT devices to disrupt the availability
of service. As in a connected environment, the sensor
data can be used to control some other applications, these
dependent applications can be attacked through physical
attacks on the sensor nodes. For example, if a sprinkler
system in a smart-home environment operates based on
the temperature feedback from a temperature sensor, an
adversary can manipulate the sensor environment to feed a
false temperature data into the sprinkler system, and thus he
can turn it on. In an industrial IoT application, manipulating
a few sensor data can disrupt the whole control system if
necessary security measures are not taken.

5 Future Directions

The resource constrained IoT/CPS sensor nodes are
vulnerable to both software and hardware-based attacks.
The limited computational power, low energy resource,
and memory do not allow these devices to use standard
cryptographic protocols during data communication and
edge device authentication which have been discussed in
Section 4. Therefore, these sensor nodes are vulnerable to
many software-based attacks like data sniffing, false packet
injection, sleep deprivation, DoS attacks, etc. [11]. Piracy,
reverse engineering, recycling, and tampering are the forms
of hardware-based attacks that pose severe threats to the
security of such systems which have been presented in
Section 4.3. Among trillions of sensors, even a very small
percentage of compromised devices can be used to target
different systems, and can cause significant damage to the

applications. Hence, any solution to secure these sensors
applications must be comprehensive that ensure security at
both the software and the hardware-level.

Most of the light-weight encryption schemes and
communication protocols which have been developed for
IoT/CPS sensor nodes have loopholes due to resource
limitations. These loopholes can be manipulated by an
adversary to attack such systems which has been discussed
briefly in Section 4.2. Authentication of the sensor nodes,
and ensuring integrity of the generated data is still a
challenge. Developing encryption schemes that require low
power, memory and computational resources is still an
ongoing research area. The sensor nodes incorporates small
batteries and they are expected to operate uninterrupted for
a long period of time. Consequently, power consumption
has to be minimized in every possible steps—during data
generation and data transmission. The associated protocols
have to be very light-weight. But, avoiding security features
altogether in the sensor nodes, which is the current trend in
IoT system development considering the generated data is of
limited value to the attackers, can lead to disastrous effects
which have been shown by recent studies. Developing light-
weight and secure communication protocols is a challenge
which has to be solved in order to provide a secure and
trusted IoT/CPS environment.

Identification of products in retail service through RFID
tags is very popular nowadays, but the associated RFID
communication protocols are vulnerable to external attacks.
These attacks are mentioned in Section 4.2. So, developing
RFID protocols which can ensure that an adversary can
not read the tags, or manipulate the protocol to track the
particular object is of utmost importance.

The volume of data the IoT/CPS sensor nodes can
produce, can overwhelm the current Internet infrastructure.
Processing the large amount of raw sensor data in the
server seems an attractive scenario but considering the
limitations of battery power, limited available band-width,
and compute cycle intensive algorithms, this concept lacks
practicality. So, ultra-low-power processing techniques have
to be developed for the sensor nodes so that instead of
transmitting raw sensor data, the nodes can transmit a subset
of the data which can still carry all the required information.

IoT and CPS systems have accelerated the growth of
number of connected sensor nodes exponentially. Ericsson
predicts 28 billions of connected devices by 2021, whereas
other sources also predict similar figures [68]. Even a small
percentage of counterfeit devices, like 0.01%, means more
than 20 millions of compromised devices which can be
manipulated by the adversaries to attack these connected
applications. The horizontal integration model of current
global IC supply chain has vulnerabilities. Exploiting these
vulnerabilities, the adversaries have polluted the IC supply
chain with cloned, recycled, remarked, and rejected ICs
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which has been discussed in Section 4.3. Designing a
resource constrained sensor node is more complex than
designing a standard system-on-chip for mobile devices.
The huge demand for the sensor nodes for trillion sensors
applications, and the associated design complexity might
give rise to design cloning, reverse engineering, and IC
overproduction by the foundries. Developing methods to
secure the IC supply chain is an area where substantial
research work is necessary.

Identification and authentication of each sensor node
connected in any IoT/CPS application with unclonable
IDs is one solution which has been considered to ensure
IC supply chain security. PUFs have emerged as a
low cost solution for creating unclonable IDs. But the
unreliability in standard PUF outputs have limited their
applications. Developing authentication protocols that can
deal with unreliable IDs is necessary. Developing new
PUF architectures, or exploiting the current architectures to
increase the reliability is an ongoing research direction.

If sensors are embedded everywhere throughout the
global supply chains—in vehicles, wearables, auto-ID
tags, machines, store shelves, cotton fields, warehouses,
barcode scanners, clothing fabrics, drones, industrial robots,
shipping containers—we are essentially heading for the
trillion sensor supply chain. With a trillion sensors
constantly gathering data everywhere, we will inch closer to
a situation where managers will be able to know anything
they want to know about their supply chains anytime and
anywhere. The greater visibility of the supply chain can
be utilized to develop applications that can take informed
decisions to optimize the supply chain operation. For
instance, Yang et al. provided a comprehensive solution
for securing IC supply chain through increasing the
traceability of the ICs through RFID tags [91–93]. Similar
implementations are expected in other industries as well.

6 Conclusion

In this paper, we have presented an overview of TSensors
applications, current infrastructure, and challenges ahead.
Large-scale deployment of sensors demand simplification
of associated hardware for cost minimization which in turns
results in numerous security vulnerabilities in such systems.
Resource constraints in the edge nodes of such applications,
their impacts on secure communication, and system security
have been discussed. In addition, we have presented all
different vulnerabilities in the sensor supply chain that can
potentially be exploited by an adversary to gain access of a
secure system. Adequate security measures need to be taken
to secure the sensor supply chain. We need to be proactive
in facing these challenges rather than waiting for the attacks
to happen in the near future.
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